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Features of Amazon EC2

What Is Amazon EC2?

Amazon Elastic Compute Cloud (Amazon EC2) provides scalable computing capacity in the Amazon
Web Services (AWS) cloud. Using Amazon EC2 eliminates your need to invest in hardware up front, so
you can develop and deploy applications faster. You can use Amazon EC2 to launch as many or as few
virtual servers as you need, configure security and networking, and manage storage. Amazon EC2 enables
you to scale up or down to handle changes in requirements or spikes in popularity, reducing your need
to forecast traffic.

For more information about cloud computing, see What is Cloud Computing?

Features of Amazon EC2

Amazon EC2 provides the following features:

Virtual computing environments, known as instances

Preconfigured templates for your instances, known as Amazon Machine Images (AMIs), that package
the bits you need for your server (including the operating system and additional software)

Various configurations of CPU, memory, storage, and networking capacity for your instances, known
as instance types

Secure login information for your instances using key pairs (AWS stores the public key, and you store
the private key in a secure place)

Storage volumes for temporary data that's deleted when you stop or terminate your instance, known
as instance store volumes

Persistent storage volumes for your data using Amazon Elastic Block Store (Amazon EBS), known as
Amazon EBS volumes

Multiple physical locations for your resources, such as instances and Amazon EBS volumes, known
as regions and Availability Zones

A firewall that enables you to specify the protocols, ports, and source IP ranges that can reach your
instances using security groups

Static IP addresses for dynamic cloud computing, known as Elastic IP addresses
Metadata, known as tags, that you can create and assign to your Amazon EC2 resources

Virtual networks you can create that are logically isolated from the rest of the AWS cloud, and that you
can optionally connect to your own network, known as virtual private clouds (VPCs)

For more information about the features of Amazon EC2, see the Amazon EC2 product page.
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Amazon EC2 enables you to run any compatible Windows-based solution on our high-performance, reliable,
cost-effective, cloud computing platform. For more information, see Amazon EC2 Running Windows
Server & SQL.

For more information about running your website on AWS, see Websites & Website Hosting.

How to Get Started with Amazon EC2

The first thing you need to do is get set up to use Amazon EC2. After you are set up, you are ready to
complete the Getting Started tutorial for Amazon EC2. Whenever you need more information about a
feature of Amazon EC2, you can read the technical documentation.

Get Up and Running

¢ Setting Up with Amazon EC2 (p. 14)
¢ Getting Started with Amazon EC2 Windows Instances (p. 20)

Basics

¢ Amazon EC2 Basic Infrastructure for Windows (p. 5)
¢ Instance Types (p. 75)
e Tags (p. 439)

Networking and Security

¢ Amazon EC2 Key Pairs (p. 269)

e Security Groups (p. 273)

¢ Elastic IP Addresses (EIP) (p. 339)

¢« Amazon EC2 and Amazon VPC (p. 319)

Storage

¢ Amazon EBS (p. 361)
¢ Instance Store (p. 413)

Working with Windows Instances

« Differences between Windows Server and an Amazon EC2 Windows Instance (p. 11)
¢ Designing Your Applications to Run on Amazon EC2 Windows Instances (p. 12)
¢ Getting Started with AWS Web Application Hosting for Microsoft Windows

If you have questions about whether AWS is right for you, contact AWS Sales. If you have technical
questions about Amazon EC2, use the Amazon EC2 forum.
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Related Services

You can provision Amazon EC2 resources, such as instances and volumes, directly using Amazon EC2.
You can also provision Amazon EC2 resources using other services in AWS. For more information, see
the following documentation:

¢ Auto Scaling Developer Guide

¢ AWS CloudFormation User Guide

¢ AWS Elastic Beanstalk Developer Guide
¢ AWS OpsWorks User Guide

To automatically distribute incoming application traffic across multiple instances, use Elastic Load Balan-
cing. For more information, see Elastic Load Balancing Developer Guide.

To monitor basic statistics for your instances and Amazon EBS volumes, use Amazon CloudWatch. For
more information, see the Amazon CloudWatch Developer Guide.

To monitor the calls made to the Amazon EC2 API for your account, including calls made by the AWS
Management Console, command line tools, and other services, use AWS CloudTrail. For more information,
see the AWS CloudTrail User Guide.

To get a managed relational database in the cloud, use Amazon Relational Database Service (Amazon
RDS) to launch a database instance. Although you can set up a database on an EC2 instance, Amazon
RDS offers the advantage of handling your database management tasks, such as patching the software,
backing up, and storing the backups. For more information, see Amazon Relational Database Service
Developer Guide.

Accessing Amazon EC2

Amazon EC2 provides a web-based user interface, the Amazon EC2 console. If you've signed up for an
AWS account, you can access the Amazon EC2 console by signing into the AWS Management Console
and selecting EC2 from the console home page.

If you prefer to use a command line interface, you have several options:

AWS Command Line Interface (CLI)
Provides commands for a broad set of AWS products, and is supported on Windows, Mac, and Linux.
To get started, see AWS Command Line Interface User Guide. For more information about the
commands for Amazon EC2, see ec2 in the AWS Command Line Interface Reference.

Amazon EC2 Command Line Interface (CLI) Tools
Provides commands for Amazon EC2, Amazon EBS, and Amazon VPC, and is supported on Windows,
Mac, and Linux. To get started, see Setting Up the Amazon EC2 Command Line Interface Tools on
Windows and Commands (CLI Tools) in the Amazon EC2 Command Line Reference.

AWS Tools for Windows PowerShell
Provides commands for a broad set of AWS products for those who script in the PowerShell environ-
ment. To get started, see the AWS Tools for Windows PowerShell User Guide. For more information
about the cmdlets for Amazon EC2, see the AWS Tools for Windows PowerShell Reference.

Amazon EC2 provides a Query API. These requests are HTTP or HTTPS requests that use the HTTP
verbs GET or POST and a Query parameter named Act i on. For more information about the API actions
for Amazon EC2, see Actions in the Amazon EC2 API Reference.
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If you prefer to build applications using language-specific APIs instead of submitting a request over HTTP
or HTTPS, AWS provides libraries, sample code, tutorials, and other resources for software developers.
These libraries provide basic functions that automate tasks such as cryptographically signing your requests,
retrying requests, and handling error responses, making it is easier for you to get started. For more in-
formation, see AWS SDKs and Tools.

Pricing for Amazon EC2

When you sign up for AWS, you can get started with Amazon EC2 for free using the AWS Free Tier.
Amazon EC2 provides the following purchasing options for instances:

On-Demand Instances
Pay for the instances that you use by the hour, with no long-term commitments or up-front payments.
Reserved Instances
Make a low, one-time, up-front payment for an instance, reserve it for a one- or three-year term, and
pay a significantly lower hourly rate for these instances.
Spot Instances
Specify the maximum hourly price that you are willing to pay to run a particular instance type. The
Spot Price fluctuates based on supply and demand, but you never pay more than the maximum price
you specified. If the Spot Price moves higher than your maximum price, Amazon EC2 shuts down
your Spot Instances.

For a complete list of charges and specific prices for Amazon EC2, see Amazon EC2 Pricing.

To calculate the cost of a sample provisioned environment, see AWS Economics Center.

To see your bill, go to your AWS Account Activity page. Your bill contains links to usage reports that
provide details about your bill. To learn more about AWS account billing, see AWS Account Billing.

If you have questions concerning AWS billing, accounts, and events, contact AWS Support.

For an overview of Trusted Advisor, a service that helps you optimize the costs, security, and performance
of your AWS environment, see AWS Trusted Advisor.
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Amazon EC2 Basic Infrastructure for Windows

As you get started with Amazon EC2, you'll benefit from understanding the components of its basic infra-
structure and how they compare or contrast with your own data centers.

Concepts
¢ Amazon Machine Images and Instances (p. 5)
¢ Regions and Availability Zones (p. 6)
¢ Storage (p. 6)
¢ Root Device Volume (p. 8)
¢ Networking and Security (p. 10)
« AWS Identity and Access Management (p. 10)
« Differences between Windows Server and an Amazon EC2 Windows Instance (p. 11)
¢ Designing Your Applications to Run on Amazon EC2 Windows Instances (p. 12)

Amazon Machine Images and Instances

An Amazon Machine Image (AMI) is a template that contains a software configuration (for example, an
operating system, an application server, and applications). From an AMI, you launch instances, which
are copies of the AMI running as virtual servers in the cloud.

Amazon publishes many AMIs that contain common software configurations for public use. In addition,
members of the AWS developer community have published their own custom AMIs. You can also create
your own custom AMI or AMIs; doing so enables you to quickly and easily start new instances that have
everything you need. For example, if your application is a website or web service, your AMI could include
a web server, the associated static content, and the code for the dynamic pages. As a result, after you
launch an instance from this AMI, your web server starts, and your application is ready to accept requests.

You can launch different types of instances from a single AMI. An instance type essentially determines
the hardware of the host computer used for your instance. Each instance type offers different compute
and memory facilities. Select an instance type based on the amount of memory and computing power
that you need for the applications or software that you plan to run on the instance. For more information
about the hardware specifications for each Amazon EC2 instance type, see Instance Type Details. You
can also launch multiple instances from an AMI, as shown in the following figure.

Instance

Host computer

AMI

““\:\‘
Launch instances \n

f t
ot any typs Instances

Host computer

Your Windows instances keep running until you stop or terminate them, or until they fail. If an instance
fails, you can launch a new one from the AMI.
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Your AWS account has a limit on the number of instances that you can have running. For more information
about this limit, and how to request an increase, see How many instances can | run in Amazon EC2 in
the Amazon EC2 General FAQ.

Regions and Availability Zones

Amazon has data centers in different areas of the world (for example, North America, Europe, and Asia).
Correspondingly, Amazon EC2 is available to use in different regions. By launching instances in separate
regions, you can design your application to be closer to specific customers or to meet legal or other re-

guirements. Prices for Amazon EC2 usage vary by region (for more information about pricing by region,
see Amazon EC2 Pricing).

Each region contains multiple distinct locations called Availability Zones. Each Availability Zone is engin-
eered to be isolated from failures in other Availability Zones, and to provide inexpensive, low-latency
network connectivity to other zones in the same region. By launching instances in separate Availability
Zones, you can protect your applications from the failure of a single location.

~
Amazon Web Services
Region Availability Region Availability
Zone Zone
Availability Aovailahility Availahility Availability
Zone Zone Zone Zone
A

For more information about the available regions and Availability Zones, see Using Regions and Availab-
ility Zones in the Amazon EC2 User Guide for Linux Instances.

Storage

When using Amazon EC2, you may have data that you need to store. Amazon EC2 offers the following
storage options:

¢ Amazon Elastic Block Store (Amazon EBS)
¢ Amazon EC2 Instance Store (p. 413)
¢ Amazon Simple Storage Service (Amazon S3)

The following figure shows the relationship between these types of storage.
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Amazon EBS Volumes

Amazon EBS volumes are the recommended storage option for the majority of use cases. Amazon EBS
provides your instances with persistent, block-level storage. Amazon EBS volumes are essentially hard
disks that you can attach to a running instance.

Amazon EBS is especially suited for applications that require a database, a file system, or access to raw
block-level storage.

As illustrated in the previous figure, you can attach multiple volumes to an instance. Also, to keep a backup
copy of your data, you can create a snapshot of an EBS volume, which is stored in Amazon S3. You can
create a new Amazon EBS volume from a snapshot, and attach it to another instance. You can also detach
a volume from an instance and attach it to a different instance. The following figure illustrates the life
cycle of an EBS volume.

Deleted
* Delete
volume
CiECE Pending ‘/ -
volume -

Available Detach
volume
Attach
ttac Attached
volume

For more information about Amazon EBS volumes, see Amazon Elastic Block Store (Amazon EBS) (p. 361).
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Instance Store

All instance types, with the exception of Micro instances, offer instance store, which provides your instances
with temporary, block-level storage. This is storage that is physically attached to the host computer. The
data on an instance store volume doesn't persist when the associated instance is stopped or terminated.
For more information about instance store volumes, see Amazon EC2 Instance Store (p. 413).

Instance store is an option for inexpensive temporary storage. You can use instance store volumes if you
don't require data persistence.

Amazon S3

Amazon S3 is storage for the Internet. It provides a simple web service interface that enables you to store
and retrieve any amount of data from anywhere on the web. For more information about Amazon S3, see
the Amazon S3 product page.

Root Device Volume

When you launch an instance, the root device volume contains the image used to boot the instance. You
can launch an Amazon EC2 Windows instance using an AMI backed either by instance store or by Amazon
Elastic Block Store (Amazon EBS).

 Instances launched from an AMI backed by Amazon EBS use an Amazon EBS volume as the root
device. The root device volume of an Amazon EBS-backed AMI is an Amazon EBS snapshot. When
an instance is launched using an Amazon EBS-backed AMI, a root EBS volume is created from the
EBS snapshot and attached to the instance. The root device volume is then used to boot the instance.

¢ Instances launched from an AMI backed by instance store use an instance store volume as the
root device. The image of the root device volume of an instance store-backed AMI is initially stored in
Amazon S3. When an instance is launched using an instance store-backed AMI, the image of its root
device is copied from Amazon S3 to the root partition of the instance. The root device volume is then
used to boot the instance.

Important

The only Windows AMIs that can be backed by instance store are those for Windows Server
2003. Instance store-backed instances don't have the available disk space required for later
versions of Windows Server.

For a summary of the differences between instance store-backed AMIs and Amazon EBS-backed AMIs,
see Storage for the Root Device (p. 49).

Determining the Root Device Type of an AMI

You can determine the root device type of an AMI using the console or the command line.

To determine the root device type of an AMI using the console

1. Open the Amazon EC2 console.
2. In the navigation pane, click AMIs, and select the AMI.
3. Check the value of Root Device Type in the Details tab as follows:

« |f the value is ebs, this is an Amazon EBS-backed AMI.
« |fthe value isi nst ance st or e, this is an instance store-backed AMI.
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To determine the root device type of an AMI using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ describe-images (AWS CLI)
¢ ec2-describe-images (Amazon EC2 CLI)
¢ Get-EC2Image (AWS Tools for Windows PowerShell)

Determining the Root Device Type of an Instance

You can determine the root device type of an instance using the console or the command line.
To determine the root device type of an instance using the console

1. Openthe Amazon EC2 console.
2. Inthe navigation pane, click Instances, and select the instance.
3. Check the value of Root device type in the Description tab as follows:

« |f the value is ebs, this is an Amazon EBS-backed instance.
« |fthe value isi nst ance st or e, this is an instance store-backed instance.

To determine the root device type of an instance using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

 describe-instances (AWS CLI)
¢ ec2-describe-instances (Amazon EC2 CLI)
¢ Get-EC2Instance (AWS Tools for Windows PowerShell)

Changing the Root Device Volume to Persist

Using the console, you can change the Del et eOnTer ni nat i on attribute when you launch an instance.
To change this attribute for a running instance, you must use the command line.

To change the root device volume of an instance to persist at launch using the console

1. Open the Amazon EC2 console.

2. From the Amazon EC2 console dashboard, click Launch Instance.

3. Onthe Choose an Amazon Machine Image (AMI) page, choose the AMI to use and click Select.

4. Follow the wizard to complete the Choose an Instance Type and Configure Instance Details
pages.

5. Onthe Add Storage page, deselect the Delete On Termination check box for the root volume.

6. Complete the remaining wizard pages, and then click Launch.

You can verify the setting by viewing details for the root device volume on the instance's details pane.
Next to Block devices, click the entry for the root device volume. By default, Delete on termination is
Tr ue. If you change the default behavior, Delete on termination is Fal se.
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To change the root device volume of an instance to persist using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ modify-instance-attribute (AWS CLI)
¢ ec2-modify-instance-attribute (Amazon EC2 CLI)
¢ Edit-EC2InstanceAttribute (AWS Tools for Windows PowerShell)

Networking and Security

You can launch instances in one of two platforms: EC2-Classic and EC2-VPC. An instance that's launched
into EC2-Classic is assigned a public IP address. By default, an instance that's launched into EC2-VPC
is assigned public IP address only if it's launched into a default VPC. An instance that's launched into a
nondefault VPC must be specifically assigned a public IP address at launch, or you must modify your
subnet's default public IP addressing behavior. For more information about EC2-Classic and EC2-VPC,
see Supported Platforms (p. 322).

Instances can fail or terminate for reasons outside of your control. If one fails and you launch a replacement
instance, the replacement has a different public IP address than the original. However, if your application
needs a static IP address, Amazon EC2 offers Elastic |IP addresses. For more information, see Amazon
EC2 Instance IP Addressing (p. 330).

You can use security groups to control who can access your instances. These are analogous to an inbound
network firewall that enables you to specify the protocols, ports, and source IP ranges that are allowed
to reach your instances. You can create multiple security groups and assign different rules to each group.
You can then assign each instance to one or more security groups, and we use the rules to determine
which traffic is allowed to reach the instance. You can configure a security group so that only specific IP
addresses or specific security groups have access to the instance. For more information, see Amazon
EC2 Security Groups (p. 273).

AWS ldentity and Access Management

AWS Identity and Access Management (IAM) enables you to do the following:

¢ Create users and groups under your AWS account

¢ Assign unique security credentials to each user under your AWS account

¢ Control each user's permissions to perform tasks using AWS resources

¢ Allow the users in another AWS account to share your AWS resources

¢ Create roles for your AWS account and define the users or services that can assume them

¢ Use existing identities for your enterprise to grant permissions to perform tasks using AWS resources

By using IAM with Amazon EC2, you can control whether users in your organization can perform a task
using specific Amazon EC2 API actions and whether they can use specific AWS resources.

For more information about IAM, see the following:

¢ Creating an IAM Group and Users (p. 282)
¢ |AM Policies for Amazon EC2 (p. 283)

¢ |AM Roles for Amazon EC2 (p. 312)

¢ Identity and Access Management (IAM)

¢ Using IAM
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Differences between Windows Server and an
Amazon EC2 Windows Instance

After you launch your Amazon EC2 Windows instance, it behaves like a traditional server running Windows
Server. For example, both Windows Server and an Amazon EC2 instance can be used to run your web
applications, conduct batch processing, or manage applications requiring large-scale computations.
However, there are important differences between the server hardware model and the cloud computing
model. The way an Amazon EC2 instance runs is not the same as the way a traditional server running

Windows Server runs.

Before you begin launching Amazon EC2 Windows instances, you should be aware that the architecture
of applications running on cloud servers can differ significantly from the architecture for traditional applic-
ation models running on your hardware. Implementing applications on cloud servers requires a shift in

your design process.

The following table describes some key differences between Windows Server and an Amazon EC2

Windows instance.

Windows Server
Resources and capacity are physically limited.

You pay for the infrastructure, even if you don't use
it.

Occupies physical space and must be maintained
on a regular basis.

Starts with push of the power button (known as
cold booting).

You can keep the server running until it is time to
shut it down, or put it in a sleep or hibernation state
(during which the server is powered down).

When you shut down the server, all resources
remain intact and in the state they were in when
you switched it off. Information you stored on the
hard drives persists and can be accessed whenever
it's needed. You can restore the server to the
running state by powering it on.

Amazon EC2 Windows Instance
Resources and capacity are scalable.

You pay for the usage of the infrastructure. We stop
charging you for the instance as soon as you stop
or terminate it.

Doesn't occupy physical space and does not
require regular maintenance.

Starts with the launch of the instance.

You can keep the server running, or stop and
restart it (during which the instance is moved to a
new host computer).

When you terminate the instance, its infrastructure
is no longer available to you. You can't connect to
or restart an instance after you've terminated it.
However, you can create an image from your
instance while it's running, and launch new
instances from the image at any time.

A traditional server running Windows Server goes through the states shown in the following diagram.
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An Amazon EC2 Windows instance is similar to the traditional Windows Server, as you can see by com-
paring the following diagram with the previous diagram for Windows Server. After you launch an instance,
it briefly goes into the pending state while registration takes place, then it goes into the running state. The
instance remains active until you stop or terminate it. You can't restart an instance after you terminate it.
You can create a backup image of your instance while it's running, and launch a new instance from that
backup image.
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Designing Your Applications to Run on Amazon
EC2 Windows Instances

It is important that you consider the differences mentioned in the previous section when you design your
applications to run on Amazon EC2 Windows instances.

Applications built for Amazon EC2 use the underlying computing infrastructure on an as-needed basis.
They draw on necessary resources (such as storage and computing) on demand in order to perform a
job, and relinquish the resources when done. In addition, they often dispose of themselves after the job
is done. While in operation, the application scales up and down elastically based on resource requirements.
An application running on an Amazon EC2 instance can terminate and recreate the various components
at will in case of infrastructure failures.

When designing your Windows applications to run on Amazon EC2, you can plan for rapid deployment
and rapid reduction of compute and storage resources, based on your changing needs.

When you run an Amazon EC2 Windows instance, you don't need to provision the exact system package
of hardware, software, and storage, the way you do with Windows Server. Instead, you can focus on using
a variety of cloud resources to improve the scalability and overall performance of your Windows application.

With Amazon EC2, designing for failure and outages is an integral and crucial part of the architecture.
As with any scalable and redundant system, architecture of your system should account for computing,
network, and storage failures. You have to build mechanisms in your applications that can handle different
kinds of failures. The key is to build a modular system with individual components that are not tightly
coupled, can interact asynchronously, and treat one another as black boxes that are independently
scalable. Thus, if one of your components fails or is busy, you can launch more instances of that component
without breaking your current system.

Another key element to designing for failure is to distribute your application geographically. Replicating
your application across geographically distributed regions improves high availability in your system.

Amazon EC2 infrastructure is programmable and you can use scripts to automate the deployment process,
to install and configure software and applications, and to bootstrap your virtual servers.
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You should implement security in every layer of your application architecture running on an Amazon EC2
Windows instance. If you are concerned about storing sensitive and confidential data within your Amazon
EC2 environment, you should encrypt the data before uploading it.
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Setting Up with Amazon EC2

If you've already signed up for Amazon Web Services (AWS), you can start using Amazon EC2 immediately.
You can open the Amazon EC2 console, click Launch Instance, and follow the steps in the launch wizard
to launch your first instance.

If you haven't signed up for AWS yet, or if you need assistance launching your first instance, complete
the following tasks to get set up to use Amazon EC2:

. Sign Up for AWS (p. 14)

. Create an IAM User (p. 15)

. Create a Key Pair (p. 16)

. Create a Virtual Private Cloud (VPC) (p. 17)

a A W N -

. Create a Security Group (p. 17)

Sign Up for AWS

When you sign up for Amazon Web Services (AWS), your AWS account is automatically signed up for
all services in AWS, including Amazon EC2. You are charged only for the services that you use.

With Amazon EC2, you pay only for what you use. If you are a new AWS customer, you can get started
with Amazon EC2 for free. For more information, see AWS Free Tier.

If you have an AWS account already, skip to the next task. If you don't have an AWS account, use the
following procedure to create one.

To create an AWS account

1. Open http://aws.amazon.com, and then click Sign Up.
2. Follow the on-screen instructions.

Part of the sign-up procedure involves receiving a phone call and entering a PIN using the phone
keypad.

Note your AWS account number, because you'll need it for the next task.
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Services in AWS, such as Amazon EC2, require that you provide credentials when you access them, so
that the service can determine whether you have permission to access its resources. The console requires
your password. You can create access keys for your AWS account to access the command line interface
or API. However, we don't recommend that you access AWS using the credentials for your AWS account;
we recommend that you use AWS Identity and Access Management (IAM) instead. Create an IAM user,
and then add the user to an IAM group with administrative permissions or and grant this user administrative
permissions. You can then access AWS using a special URL and the credentials for the IAM user.

If you signed up for AWS but have not created an IAM user for yourself, you can create one using the
IAM console.

To create the Administrators group

1. Signinto the AWS Management Console and open the IAM console at https://con-
sole.aws.amazon.com/iam/.

In the navigation pane, click Groups and then click Create New Group.

In the Group Name box, type Admi ni st rat or s and then click Next Step.

Inthe Select Policy Template section, click Select next to the Administrator Access policy template.
Click Next Step and then click Create Group.

A o

Your new group is listed under Group Name.

To create the IAM user, add the user to the Administrators group, and create a password
for the user

1. Inthe navigation pane, click Users and then click Create New Users.

2. Inbox 1, type a user name and then click Create.

3. Click Download Credentials and save your access key in a secure place. You will need your access
key for programmatic access to AWS using the AWS CLI, the AWS SDKs, or the HTTP APIs.

Note
You cannot retrieve the secret access key after you complete this step; if you misplace it
you must create a new one.

After you have downloaded your access key, click Close.

4. Inthe content pane, under User Name, click the name of the user you just created. (You might need
to scroll down to find the user in the list.)

5. In the content pane, in the Groups section, click Add User to Groups.
6. Select the Administrators group and then click Add to Groups.

7. Inthe content pane, in the Security Credentials section (you might need to scroll down to find this
section), under Sign-In Credentials, click Manage Password.

8. Select Assign a custom password and then type and confirm a password. When you are finished,
click Apply.

To sign in as this new IAM user, sign out of the AWS console, then use the following URL, where
your_aws_account_id is your AWS account number without the hyphens (for example, if your AWS account
number is 1234-5678- 9012, your AWS account ID is 123456789012):

https://your_aws_account _i d. si gni n. aws. amazon. com consol e/
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Enter the IAM user name and password that you just created. When you're signed in, the navigation bar
displays "your_user_name @ your_aws_account_id".

If you don't want the URL for your sign-in page to contain your AWS account ID, you can create an account
alias. From the IAM dashboard, click Create Account Alias and enter an alias, such as your company
name. To sign in after you create an account alias, use the following URL:

https://your_account_alias. signin.aws. amazon. conif consol e/

To verify the sign-in link for IAM users for your account, open the IAM console and check under IAM
users sign-in link on the dashboard.

For more information about IAM, see IAM and Amazon EC2 (p. 281).

Create a Key Pair

AWS uses public-key cryptography to secure the login information for your instance. You specify the
name of the key pair when you launch your instance, then provide the private key to obtain the adminis-
trator password for your Windows instance so you can log in using RDP.

If you haven't created a key pair already, you can create one using the Amazon EC2 console. Note that
if you plan to launch instances in multiple regions, you'll need to create a key pair in each region. For
more information about regions, see Regions and Availability Zones (p. 6).

To create a key pair

1. Open the Amazon EC2 console.

2. From the navigation bar, select a region for the key pair. You can select any region that's available
to you, regardless of your location. However, key pairs are specific to a region; for example, if you
plan to launch an instance in the US West (Oregon) region, you must create a key pair for the instance
in the US West (Oregon) region.

LIS East (M. Virginia)
US West (Oregon)

LIS West (M. California)
EU (Ireland)

EU (Frankfurt)

Asia Pacific (Singapore)
Asia Pacific (Tokyo)
Asia Pacific (Sydney)

South America (Sdo Paulo)
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3. Click Key Pairs in the navigation pane.

4. Click Create Key Pair.

5. Enter a name for the new key pair in the Key pair name field of the Create Key Pair dialog box, and
then click Create. Choose a name that is easy for you to remember, such as your IAM user name,
followed by - key- pai r, plus the region nhame. For example, me-key-pair-uswest?2.

6. The private key file is automatically downloaded by your browser. The base file name is the name
you specified as the name of your key pair, and the file name extension is . pem Save the private
key file in a safe place.

Important

This is the only chance for you to save the private key file. You'll need to provide the name
of your key pair when you launch an instance and the corresponding private key each time
you connect to the instance.

For more information, see Amazon EC2 Key Pairs (p. 269).

Create a Virtual Private Cloud (VPC)

Amazon VPC enables you to launch AWS resources into a virtual network that you've defined. If you
have a default VPC, you can skip this section and move to the next task, Create a Security Group (p. 17).
To determine whether you have a default VPC, see Supported Platforms in the Amazon EC2 Con-

sole (p. 322). Otherwise, you can create a nondefault VPC in your account using the steps below.

Important
If your account supports EC2-Classic in a region, then you do not have a default VPC in that
region. T2 instances must be launched into a VPC.

To create a nondefault VPC

1. Open the Amazon VPC console at https://console.aws.amazon.com/vpc/.

2. From the navigation bar, select a region for the VPC. VPCs are specific to a region, so you should
select the same region in which you created your key pair.

3. On the VPC dashboard, click Start VPC Wizard.

4. Onthe Step 1: Select a VPC Configuration page, ensure that VPC with a Single Public Subnet
is selected, and click Select.

5. Onthe Step 2: VPC with a Single Public Subnet page, enter a friendly name for your VPC in the
VPC name field. Leave the other default configuration settings, and click Create VPC. On the con-
firmation page, click OK.

For more information about Amazon VPC, see What is Amazon VPC? in the Amazon VPC User Guide.

Create a Security Group

Security groups act as a firewall for associated instances, controlling both inbound and outbound traffic
at the instance level. You must add rules to a security group that enable you to connect to your instance
from your IP address using RDP. You can also add rules that allow inbound and outbound HTTP and
HTTPS access from anywhere.

Note that if you plan to launch instances in multiple regions, you'll need to create a security group in each
region. For more information about regions, see Regions and Availability Zones (p. 6).
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Tip

You'll need the public IP address of your local computer, which you can get using a service. For
example, we provide the following service: http://checkip.amazonaws.com/. To locate another
service that provides your IP address, use the search phrase "what is my IP address." If you are
connecting through an Internet service provider (ISP) or from behind a firewall without a static
IP address, you need to find out the range of IP addresses used by client computers.

To create a security group with least privilege

1.
2.

Open the Amazon EC2 console.

From the navigation bar, select a region for the security group. Security groups are specific to a region,
so you should select the same region in which you created your key pair.

LIS East (M. Virginia)

US West (Oregon)

LS West (M. California)
EU (Ireland)

EU (Frankfurt)

Asia Pacific (Singapore)
Asia Pacific (Tokyo)
Asia Pacific (Sydney)

South America (Sdo Paulo)

Click Security Groups in the navigation pane.
Click Create Security Group.

Enter a name for the new security group and a description. Choose a name that is easy for you to
remember, such as your IAM user name, followed by _SG_, plus the region name. For example,
me_SG_uswest2.

In the VPC list, ensure that your default VPC is selected; it's marked with an asterisk (*).

Note
If your account supports EC2-Classic, select the VPC that you created in the previous task.

On the Inbound tab, create the following rules (click Add Rule for each new rule), and then click
Create:

e Select HTTP from the Type list, and make sure that Source is set to Anywhere (0. 0. 0. 0/ 0).
e Select HTTPS from the Type list, and make sure that Source is set to Anywhere (0. 0. 0. 0/ 0).

» Select RDP from the Type list. In the Source box, ensure Custom IP is selected, and specify the
public IP address of your computer or network in CIDR notation. To specify an individual IP address
in CIDR notation, add the routing prefix / 32. For example, if your IP address is 203. 0. 113. 25,
specify 203. 0. 113. 25/ 32. If your company allocates addresses from a range, specify the entire
range, such as 203. 0. 113. 0/ 24.
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Caution
For security reasons, we don't recommend that you allow RDP access from all IP ad-

dresses (0. 0. 0. 0/ 0) to your instance, except for testing purposes and only for a short
time.

For more information, see Amazon EC2 Security Groups (p. 273).
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Getting Started with Amazon EC2
Windows Instances

This tutorial provides a hands-on introduction to using Amazon EC2 using the AWS Management Console,
a point-and-click web-based interface. We'll launch and connect to a Windows instance.

Important
Before you begin, be sure that you've completed the steps in Setting Up with Amazon EC2 (p. 14).

Overview

The instance is an Amazon EBS-backed instance (meaning that the root volume is an Amazon EBS
volume) running Windows Server. You can either specify the Availability Zone in which your instance
runs, or let us select an Availability Zone for you. When you launch your instance, you secure it by spe-
cifying a key pair and a security group. When you connect to your instance, you must specify the private
key of the key pair that you specified when launching your instance. Your instance looks like a traditional
host, and you can interact with it as you would any computer running Windows Server.

—
Internet’

Instance
Security Group

J |:—‘:; Private key

Root
Amazon EBES

- -
To complete this tutorial

1. Launch a Windows Instance (p. 21)
2. Connecting to Your Windows Instance Using RDP (p. 139)
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3.
4.

(Optional) Create a CloudWatch Alarm to Monitor Your Instance (p. 24).
Clean Up (p. 26)

If you'd prefer to launch a Linux instance, see this tutorial in the Amazon EC2 User Guide for Linux In-
stances: Getting Started with Amazon EC2 Linux Instances.

Launch aWindows Instance

You can launch a Windows instance using the AWS Management Console as described following. An
instance is a virtual server in the AWS cloud. With Amazon EC2, you can set up and configure the oper-
ating system and applications that run on your instance.

To launch an instance

1.
2.

Open the Amazon EC2 console.

From the navigation bar, select the region for the instance. For this tutorial, you can use the default
region. Otherwise, this choice is important because some Amazon EC2 resources can be shared
between regions, while others can't. For example, if you'd like to connect your instance to an existing
Amazon EBS volume, you must select the same region as the volume.

LIS East (M. Virginia)

US West (Oregon)

LIS West (M. California)
EU (Ireland)

EU (Frankfurt)

Asia Pacific (Singapore)
Asia Pacific (Tokyo)
Asia Pacific (Sydney)

South America (S8o0 Paulo)

On the console dashboard, click Launch Instance.

The Choose an Amazon Machine Image (AMI) page displays a list of basic configurations called
Amazon Machine Images (AMIs) that serve as templates for your instance. Select the 64-bit version
of Microsoft Windows Server 2008 R2. Notice that this configuration is marked Free tier eligible.

Onthe Choose an Instance Type page, you can select the hardware configuration for your instance.
The t2.micro instance type is selected by default. Alternatively, select All generations from the filter
list, and then select the t 1. mi cr o instance type. Note that these are the only instance types eligible
for the free tier.
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10.

11.

12.
13.

Note

T2 instances (p. 77) must be launched into a VPC. If your AWS account supports EC2-
Classic and you do not have any VPCs, the launch wizard creates a VPC for you. Otherwise,
if you have one or more VPCs, click Next: Configure Instance Details to select a VPC
and subnet.

Click Review and Launch to let the wizard complete the other configuration settings for you.
On the Review Instance Launch page, under Security Groups, you'll see that the wizard created

and selected a security group for you. Instead, select the security group that you created when getting
set up using the following steps:

a. Click Edit security groups.

b. Onthe Configure Security Group page, ensure the Select an existing security group option
is selected.

c. Selectyour security group from the list of existing security groups, and click Review and Launch.

Click Launch.

In the Select an existing key pair or create a new key pair dialog box, you can select Choose an
existing key pair, to select a key pair you already created.

Alternatively, you can create a new key pair. Select Create a new key pair, enter a name for the
key pair, and then click Download Key Pair. This is the only chance for you to save the private key
file, so be sure to download it. Save the private key file in a safe place. You'll need to provide the
name of your key pair when you launch an instance and the corresponding private key each time
you connect to the instance.

Caution
Don't select the Proceed without a key pair option. If you launch your instance without a
key pair, then you can't connect to it.

When you are ready, select the acknowledgement check box, and then click Launch Instances.
A confirmation page lets you know that your instance is launching. Click View Instances to close
the confirmation page and return to the console.

On the Instances page, you can view the status of the launch. It takes a short time for an instance
to launch. When you launch an instance, its initial state is pending. After the instance starts, its state
changes to running and it receives a public DNS name. (If the Public DNS column is hidden, click
the Show/Hide icon in the top right corner of the Instances page and select Public DNS.)

Record the public DNS name for your instance because you'll need it for the next step.

(Optional) After your instance is launched, you can view its security group rules. From the Instances
page, select the instance. In the Description tab, find Security groups and click view rules.

Security Groups associated with i-1a2b3c4d

Ports Protocol Source my-security-group
3389 tcp 0.0.0.0/0 o

As you can see, if you used the security group the wizard created for you, it contains one rule that
allows RDP traffic from any IP source to port 3389. If you launch a Windows instance running IIS
and SQL, the wizard creates a security group that contains additional rules to allow traffic to port 80
for HTTP (for 11S) and port 1433 for MS SQL.
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Connect to Your Windows Instance

To connect to a Windows instance, you must retrieve the initial administrator password and then specify
this password when you connect to your instance using Remote Desktop.

The name of the administrator account depends on the language of the operating system. For example,
for English, it's Administrator, for French it's Administrateur, and for Portuguese it's Administrador. For
more information, see Localized Names for Administrator Account in Windows in the Microsoft TechNet
Wiki.

Windows instances are limited to two simultaneous remote connections at one time. If you attempt a third
connection, an error will occur. For more information, see Configure the Number of Simultaneous Remote
Connections Allowed for a Connection.

To connect to your Windows instance

1.
2.

In the Amazon EC2 console, select the instance, and then click Connect.

In the Connect To Your Instance dialog box, click Get Password (it will take a few minutes after
the instance is launched before the password is available).

Click Browse and navigate to the private key file you created when you launched the instance. Select
the file and click Open to copy the entire contents of the file into contents box.

Click Decrypt Password. The console displays the default administrator password for the instance
in the Connect To Your Instance dialog box, replacing the link to Get Password shown previously
with the actual password.

Record the default administrator password, or copy it to the clipboard. You need this password to
connect to the instance.

Click Download Remote Desktop File. Your browser prompts you to either open or save the .rdp
file. Either option is fine. When you have finished, you can click Close to dismiss the Connect To
Your Instance dialog box.

« If you opened the .rdp file, you'll see the Remote Desktop Connection dialog box.

« If you saved the .rdp file, navigate to your downloads directory, and double-click the .rdp file to
display the dialog box.

You may get a warning that the publisher of the remote connection is unknown. If you are using
Remote Desktop Connection from a Windows PC, click Connect to connect to your instance. If
you are using Microsoft Remote Desktop on a Mac, skip the next step.

When prompted, log in to the instance, using the administrator account for the operating system and
the password that you recorded or copied previously. If your Remote Desktop Connection already
has an administrator account set up, you might have to click the Use another account option and
enter the user name and password manually.

Note
Sometimes copying and pasting content can corrupt data. If you encounter a "Password
Failed" error when you log in, try typing in the password manually.

Due to the nature of self-signed certificates, you may get a warning that the security certificate could
not be authenticated. Use the following steps to verify the identity of the remote computer, or simply
click Yes or Continue to continue if you trust the certificate.

a. If you are using Remote Desktop Connection from a Windows PC, click View certificate. If
you are using Microsoft Remote Desktop on a Mac, click Show Certificate.

b. Click the Details tab, and scroll down to the Thumbprint entry on a Windows PC, or the SHA1
Fingerprints entry on a Mac. This is the unique identifier for the remote computer's security
certificate.
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In the Amazon EC2 console, select the instance, click Actions, and then click Get System Log.

In the system log output, look for an entry labelled RDPCERT! FI CATE- THUVBPRI NT. If this value
matches the thumbprint or fingerprint of the certificate, you have verified the identity of the remote
computer.

If you are using Remote Desktop Connection from a Windows PC, return to the Certificate
dialog box and click OK. If you are using Microsoft Remote Desktop on a Mac, return to the
Verify Certificate and click Continue.

If you are using Remote Desktop Connection from a Windows PC, click Yes in the Remote
Desktop Connection window to connect to your instance. If you are using Microsoft Remote
Desktop on a Mac, log in to the instance as prompted, using the default Administrator account
and the default administrator password that you recorded or copied previously.

Note
On a Mac, you may need to switch spaces to see the Microsoft Remote Desktop login
screen. For more information on spaces, see http://support.apple.com/kb/PH14155.

Create a CloudWatch Alarm to Monitor Your In-

stance

With Amazon CloudWatch, you can monitor various aspects of your instance and set up alarms based
on criteria you choose. For example, you could configure an alarm to send you an email when an instance's
CPU exceeds 70 percent.

Because you just launched your instance, it is unlikely that the CPU will exceed this threshold, so instead,
set a CloudWatch alarm to send you an email when your instance's CPU is lower than 70 percent for five
minutes. For more information about CloudWatch see What is Amazon CloudWatch in the Amazon
CloudWatch Developer Guide.

To create an alarm to monitor your instance

gk wbdeE

Open the Amazon CloudWatch console at https://console.aws.amazon.com/cloudwatch/.

If necessary, change the region to match the region in which you launched the instance.

In the navigation pane, click Alarms.

Click Create Alarm, and then in the CloudWatch Metrics by Category pane, select EC2 Metrics.
Select a metric using the following procedure, and then click Next:

In the list of metrics, select the row that contains CPUUt i | i zat i on for your instance.
Select Aver age from the statistic drop-down list.
Select a period from the period drop-down list, for example: 5 M nut es.
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1. Select Metric Browse Metrics O i-0c986c72

2. Define Alarm

Select All | Clear
EC2 > Per-Instance Metrics

Instanceld
i-0c986cT72

X | EC2 Metrics

~  Metric Name
CPUULtilization
DiskReadBytas

Period DiskReadOps

5 Minutes I ¥

Cancel
[ i-0c986c72
To create an alarm, first [ i-0co86cT2 Statistic
select a metric by
browsing or searching CPUUtilization (Percent) | Average v
on the right. Once you
find the metric you want, =0
select it and then click 475
Next.
425
40
122 122 122
12:00 14:00 16:00

Left axis units:

12z 2z
20:00 22:00
Right axis units:

Define the alarm using the following procedure, and then click Create Alarm:

1to 10 of 10 Metrics @

_ =
+ Time Range
Relatve | Absolte | UTC(GMT) [+

hours ago E

To |0 minutes ago B
Zoom: 1h | 3h [ 6h|12h|1d|3d| 1w ]| 2w

From: 12

a. Under Alarm Threshold, in the Name box, enter a uniqgue name for the alarm, for example:

nmyTest Al arm

b. Inthe Description field, enter a description of the alarm, for example: CPU usage i s | ower

than 70 percent.

c. Under Whenever, next to is, select < from the list and enter 70 in the box.

d. Under Whenever, next to for, enter 5 in the box.

We display a graphical representation of the threshold under Alarm Preview.
e. Under Actions, in the Whenever this alarm drop-down list, select State is ALARM.

f.  Inthe Send notification to list, select an existing Amazon SNS topic or create a new one. To
create a new Amazon SNS topic, click Create topic. In Send notification to, enter a name for
the new Amazon SNS topic. In Email list, enter a comma-separated list of email addresses.
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1. Select Metric Alarm Threshold Alarm Preview
2. Define Alarm Provide the details and threshold for your alarm. Use the graph on the right to help This alarm will trigger when the blue line goes
set the appropriate threshold. below the red line for a duration of 25 minutes
Back Name: | myTestAlam CPUUtilization < 70
- &0
Cancel Description.  CPU usage is lower than 70 percent
&0
Please set the alarm I 0T AT
threshold. actions and Whenever. CPUUtilization
click Create Alarm is: < [=][70 =
below. 0

11722 1122

for & ti iod . N
Create Alarm consecutive period(s) 2100 -

Actions Namespace: AWS/ECZ
Instanceld:  -0c986CT2

Define what actions are taken when your alarm changes state.

11722
2300

Metric Name: = CPUUtilization

Notification Delete
Whenever this alarm: | State is ALARM [=] Period: 5 Minutes [*]
Send notification to: | Please select an SNS topic |Z| Create topic Statistic: | Average |Z|

7. We'll send a notification email to the email address you specified with a link to an opt-in confirmation
page for your notification. After you opt in, we'll send a notification email when the instance has been
running for more than 5 minutes at less than 70 percent CPU utilization.

Clean Up

Now that you've completed this tutorial, you can clean up the resources that you created. You could also
customize your instance to your needs and keep using it.

Important

Remember, unless you are within the AWS Free Tier, as soon as your instance starts to boot,
you're billed for each hour or partial hour that you keep the instance running (even if the instance
is idle).

When you've decided that you no longer need the instance, you need to clean up these resources:

¢ The Amazon CloudWatch alarm
¢ The instance

To delete your CloudWatch alarm

1. Open the Amazon CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
2. In the navigation pane, click Alarms.
3. Inthe alarms list, select the alarm you created, and then click Delete.

Terminating an instance effectively deletes it; you can't reconnect to an instance after you've terminated
it.

If you launched an instance that is not within the AWS Free Tier, you'll stop incurring charges for that in-
stance as soon as the instance status changes to shut ti ng down ort er nmi nat ed.
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To terminate your instance

1. Inthe navigation pane, click Instances. In the list of instances, locate the instance you want to ter-
minate.

2. Right-click the instance, and then click Terminate.
3. Click Yes, Terminate when prompted for confirmation.
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Best Practices for Amazon EC2

This checklist is intended to help you get the maximum benefit from and satisfaction with Amazon EC2.

Security and Network

Manage access to AWS resources and APIs using identity federation, IAM users, and IAM roles. Es-
tablish credential management policies and procedures for creating, distributing, rotating, and revoking
AWS access credentials. For more information, see IAM Best Practices in the Using IAM guide.

Implement the least permissive rules for your security group. For more information, see Security Group
Rules (p. 274).

Regularly patch, update, and secure the operating system and applications on your instance. For more
information about updating Windows Server, go to Windows Server Update Services on the Microsoft
website.

Launch your instances into a VPC instead of EC2-Classic. Note that if you created your AWS account
after 2013-12-04, we automatically launch your instances into a VPC. For more information about the
benefits, see Amazon EC2 and Amazon Virtual Private Cloud (VPC) (p. 319).

Storage

Understand the implications of the root device type for data persistence, backup, and recovery. For
more information, see Storage for the Root Device (p. 49).

Use separate Amazon EBS volumes for the operating system versus your data. Ensure that the volume
with your data persists after instance termination.
Use the instance store available for your instance to store temporary data. Remember that the data

stored in instance store is deleted when you stop or terminate your instance. If you use instance store
for database storage, ensure that you have a cluster with a replication factor that ensures fault tolerance.

Resource Management

Use instance metadata and custom resource tags to track and identify your AWS resources. For more
information, see Instance Metadata and User Data (p. 101) and Tagging Your Amazon EC2 Re-
sources (p. 439).

View your current limits for Amazon EC2. Plan to request any limit increases in advance of the time
that you'll need them. For more information, see Amazon EC2 Service Limits (p. 447).
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Backup and Recovery

* Regularly back up your instance using Amazon EBS snapshots (p. 391) or a backup tool.

« Deploy critical components of your application across multiple Availability Zones, and replicate your
data appropriately.

¢ Design your applications to handle dynamic IP addressing when your instance restarts. For more in-
formation, see Amazon EC2 Instance IP Addressing (p. 330).

* Monitor and respond to events. For more information, see Monitoring Amazon EC2 (p. 196).

« Ensure that you are prepared to handle failover. For a basic solution, you can manually attach a network
interface or Elastic IP address to a replacement instance. For more information, see Elastic Network
Interfaces (ENI) (p. 344). For an automated solution, you can use Auto Scaling. For more information,
see the Auto Scaling Developer Guide.

* Regularly test the process of recovering your instances and Amazon EBS volumes if they fail.
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Tutorial: Deploying aWordPress
Blog on Your Amazon EC2
Windows Instance

This tutorial will help you install and deploy a WordPress blog on an Amazon EC2 Windows instance.

If you'd prefer to host your WordPress blog on a Linux instance, see Tutorial: Hosting a WordPress Blog
with Amazon EC2 in the Amazon EC2 User Guide for Linux Instances.

Prerequisites

Before you get started, be sure that you do the following:

1.

Launch an Amazon EC2 instance from the Microsoft Windows Server 2008 R2 base AMI. For inform-
ation about launching an instance, see Getting Started with Amazon EC2 Windows Instances (p. 20).

. Use the AWS free usage tier (if eligible) to launch and use the free Windows t2.micro instance for 12

months. You can use the AWS free usage tier for launching new applications, testing existing applica-
tions, or simply gaining hands-on experience with AWS. For more information about eligibility and the
highlights, see the AWS Free Usage Tier product page.

Important

If you've launched a regular instance and use it to deploy the WordPress website, you will
incur the standard Amazon EC2 usage fees for the instance until you terminate it. For more
information about Amazon EC2 usage rates, go to the Amazon EC2 product page.

. Ensure that the security group in which you're launching your instance has ports 80 (HTTP), 443

(HTTPS), and 3389 (RDP) open for inbound traffic. Ports 80 and 443 allow computers outside of the
instance to connect with HTTP and HTTPS. If these ports are not open, the WordPress site can't be
accessed from outside the instance. Port 3389 allows you to connect to the instance with Remote
Desktop Protocol.

. Connect to your instance.
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Installing the Microsoft Web Platform Installer

You can use the Microsoft Web Platform Installer to install and configure WordPress on your server. This
tool simplifies deployment of Web applications and Web sites to IIS servers. For more information, see
Microsoft Web Platform Installer.

1.
2.

Verify that you've met the conditions in Prerequisites (p. 30).
Disable Internet Explorer Enhanced Security Configuration.

a. Inyour Windows instance, click Start, point to Administrative Tools, and then click Server
Manager.

b. Click Server Manager in the navigation pane on the left, look for Configure IE ESC in the Se-
curity Information section of the main pane on the right. Click Configure IE ESC.

c. Under Administrators, click Off and click OK.
d. Close the Server Manager window.

In the Windows instance, download and install the latest version of the Microsoft Web Platform Installer.

a. Click Start, point to All Programs, and click Internet Explorer.

Click Yes in the pop-up window to accept the recommended security settings for Internet Explorer.
c. Paste the following URL into the Internet Explorer address bar: ht t p: / / www. mi -

crosoft. con web/ downl oads/ pl at f or m aspx

d. Click the Free Download button on the Microsoft Web Platform Installer page to download the
installer and then click Run to run the installer.

Installing WordPress

Now that the Web Platform Installer is installed, you can use it install and configure WordPress on your
server.

To install WordPress

1.
2.
3.

Open the Web Platform Installer and click Applications.
Select WordPress, click Add, and then click Install.

On the Prerequisites page, select MySQL for the database to use. Enter the desired administrator
password for your MySQL database in the Password and Re-type Password boxes, and then click
Continue.

Note

For more information about creating a secure password, see http://www.pctools.com/guides/
password/. Do not reuse an existing password, and make sure to store this password in a
safe place.

Click I Accept for the list of third-party application software, Microsoft products (including the 11S web
server), and components. After the Web Platform Installer finishes installing the software, you are
prompted to configure your new site.

On the Configure page, clear the default application name in the '"WordPress' application name:
box and leave it blank, then leave the default information in the other boxes and click Continue.

Click Yes to accept that the contents of the folder will be overwritten.

APl Version 2014-09-01
31


http://www.microsoft.com/web/downloads/platform.aspx
http://www.pctools.com/guides/password/
http://www.pctools.com/guides/password/

Amazon Elastic Compute Cloud User Guide for Microsoft
Windows
Configure Security Keys

Configure Security Keys

WordPress allows you to generate and enter unique authentication keys and salts for your site. These
key and salt values provide a layer of encryption to the browser cookies that WordPress users store on
their local machines. Basically, adding long, random values here makes your site more secure.

For more information about security keys, see http://codex.wordpress.org/Editing_wp-config.php#Secur-
ity_Keys.

To configure security keys

1.

o

© ©® N

Visit https://api.wordpress.org/secret-key/1.1/salt/ to randomly generate a set of key values that you
can copy and paste into the installation wizard. The following steps will show you how to modify these
values in Notepad to work with a Windows installation.

Copy all of the text in that page to your clipboard. It should look similar to the example below.

Note
The values below are for example purposes only; do not use these values for your installation.

define(' AUTH KEY', ' 3#USS+[ RXN8: b~-L O(WJU_+ c+Wrkl ~c] o] -

bHw+) / Aj [ WTWSi Z<Qb[ nghEXcRh-");

define(' SECURE_AUTH KEY', 'Zsz. P=l/|y.Lq)X | kwS1ly5NIJ76E6EJ. AVOpCKZZB, *~*r
?60P$eJT@ +(ndLg' ) ;

define(' LOGGED_| N_KEY', "julqw e3V*+8f _zOWN ?{LI GsQ Ye@Jh", 8x>)Y

[ (A 1w Pi +LGEAAR?7N YB3' ) ;

defi ne(' NONCE_KEY" ,

" P(g62HeZxEes| Lnl i =H, [ XwK9l &[ 2s| : 20N} VIMR; v2v] v+; +29eXUahg@: G ') ;

define(' AUTH SALT', ' C$DpB4H [ JK: ?{ gl "~ sRva: {: 7yShy( 9A@wg+" JJIVb1f k% -

Bx*Mi(qc[ @QWT!h');

defi ne(' SECURE_AUTH SALT', 'd! uRu#}+q#{f $Z?Z9uFPG ${ +S{ n~1MY@-gL>U>NVv<zpD-

@- Es7QLO bp28EKv' ) ;

define(' LOGGED_ | N SALT', ;] {00P* owZf ) kVD+FVLN- ~

>, | YWJga#l A+ LVd9QeZN&XnK| e( 76mi CH&W+MNOP/ ') ;

define(' NONCE_SALT',

"-97r*V/ cgxLmp?Zy4zUUAr 99QQ r Gs2LTdYP; | _elt S)8 B/, . 6] =UK<J_y9?2IWG ) ;

Open a Notepad window by clicking Start, All Programs, Accessories, and then Notepad.
Paste the copied text into the Notepad window.

Windows WordPress installations do not accept the dollar sign ($) in key and salt values, so they
need to be replaced with another character (such as S). In the Notepad window, click Edit, then click
Replace.

In the Find what box, type $.

In the Replace with box, type S.

Click Replace All to replace all of the dollar signs with S characters.
Close the Replace window.

. Paste the modified key and salt values from the Notepad window into their corresponding boxes in

the installation wizard. For example, the AUTH_KEY value in the Notepad window should be pasted
into the Authentication Key box in the wizard.

Do not include the single quotes or other text surrounding the values, just the actual value as in the
example shown below.

The modified AUTH_KEY line from the Notepad window:
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define(' AUTH_KEY', ' 3#USS+[ RXN8: b~- L O(WJ_+ c+WFkl ~c] o] -
bHwW+) / Aj [ WTWSi Z<Qb[ nghEXcRh-");

Paste this text into the Authentication Key box of the wizard:

3#USS+[ RXN8: bA- L O(WU_+ c+WFkI ~c] 0] - bHw#+) / A [ WTwSi Z<Qb[ nghEXcRh-

11. Click Continue and Finish to complete the Web Platform Installer wizard.

Administrative Information

When you complete the Web Platform Installer wizard, a browser window opens to your WordPress in-
stallation at ht t p: / /1 ocal host/ wp-adm n/i nstal | . php. On this page, you configure the title for
your site and an administrative user to moderate your blog.

To complete the installation

1. Onthe WordPress Welcome page, enter the following information and click Install WordPress.

Field Value
Site Title Enter a name for your WordPress site.
Username Enter a name for your WordPress administrator.

For security purposes you should choose a
unique name for this user, since this will be more
difficult to exploit than the default user name,
adm n.

Password Enter a strong password, and then enter it again
to confirm. Do not reuse an existing password,
and make sure to store this password in a safe

place.

Your E-mail Enter the email address you want to use for
notifications.

Privacy Check to allow search engines to index your site.

2. Click Log In.

3. Onthe Log In page, enter your user name for Username and the site password you entered previously
for Password.

Making Your WordPress Site Public

Now that you can see your WordPress blog on your local host, you can publish this website as the default
site on your instance so that other people can see it. The next procedure walks you through the process
of modifying your WordPress settings to point to the public DNS name of your instance instead of your
local host.
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To configure the default settings for your WordPress site

1. Open the WordPress dashboard by opening a browser on your instance and goingtohttp: // 1 oc-
al host / wp- admi n. If prompted for your credentials, enter your user name for the Username and
your site password for Password.

2. Inthe Dashboard pane, click Settings.
3. Onthe General Settings page, enter the following information and click Save Changes.

* WordPress address (URL)—The public DNS address of your instance. For example, your URL
may look something like ht t p: / / ec2- 203- 0- 113- 25. conput e- 1. anazonaws. com

You can get the public DNS for your instance using the Amazon EC2 console (select the instance
and check the Public DNS column; if this column is hidden, click the Show/Hide icon and select
Public DNS).

« Site address (URL)—The same public DNS address of your instance that you set in WordPress
address (URL).

4. To see your new site, open a browser on a computer other than the instance hosting WordPress and
type the public DNS address of your instance in the web address field. Your WordPress site appears.

Congratulations! You have just deployed a WordPress site on a Windows instance. If you no longer need
this instance, you can remove it to avoid incurring charges. See Clean Up (p. 26) for instructions.

If your WordPress blog becomes popular and you heed more compute power, you might consider migrating
to a larger instance type; for more information, see Resizing Your Instance (p. 97). If your blog requires
more storage space than you originally accounted for, you could expand the storage space on your instance
(see Expanding the Storage Space of a Volume (p. 386)). If your MySQL database needs to grow, you
could consider moving it to Amazon RDS to take advantage of the service's autoscaling abilities.

For information about WordPress, see the WordPress Codex help documentation at http://codex.word-
press.org/. For more information about troubleshooting your installation, see http://codex.wordpress.org/
Installing_WordPress#Common_Installation_Problems. For information about making your WordPress
blog more secure, see http://codex.wordpress.org/Hardening_WordPress. For information about keeping
your WordPress blog up-to-date, see http://codex.wordpress.org/Updating_\WordPress.
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Tutorial: Setting Up aWindows
HPC Cluster on Amazon EC2

You can launch a scalable Microsoft Windows High Performance Computing (HPC) cluster using EC2
instances. A Windows HPC cluster requires an Active Directory domain controller, a DNS server, a head
node, and one or more compute nodes.

To set up a Windows HPC cluster on Amazon EC2, complete the following tasks:

¢ Task 1: Set Up Your Active Directory Domain Controller (p. 35)
¢ Task 2: Configure Your Head Node (p. 37)

¢ Task 3: Set Up the Compute Node (p. 39)

¢ Task 4: Scale Your HPC Compute Nodes (Optional) (p. 41)

For more information about high performance computing, see High Performance Computing (HPC) on
AWS.

Prerequisites

Install the Amazon EC2 command line interface tools and set the region you'll be using as the default
region. For more information, see Setting Up the Amazon EC2 Command Line Interface Tools on Windows
in the Amazon EC2 Command Line Reference.

Task 1: Set Up Your Active Directory Domain
Controller

The Active Directory domain controller provides authentication and centralized resource management of
the HPC environment and is required for the installation. To set up your Active Directory, complete these
steps:

1. Create the security groups required for Active Directory.
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2. Create the instance that serves as the domain controller for your HPC cluster.

3. Configure the domain controller for your HPC cluster.

Creating Security Groups for Active Directory

Run the script Cr eat e- AD- sec- gr oups. bat to create a security group with rules for the domain con-
troller and domain members.

To create the required security groups for Active Directory

1. Copy the contents of Create_ AD_security.bat (p. 42) to a text editor. Save the file, using the file
name Cr eat e- AD- sec- gr oups. bat , to a computer configured with the Amazon EC2 command
line interface tools.

2. Runthe Creat e- AD- sec- gr oups. bat batch file from the Command Prompt window as a local
administrator.

3. Open the Amazon EC2 console, select Security Groups from the navigation pane, and verify that
the following security groups appear in the list:

¢ SG - Domain Controller
¢ SG - Donmai n Menber

Alternatively, manually set up the firewall to allow traffic on the required ports. For more information, see
How to configure a firewall for domains and trusts on the Microsoft website.

Creating the Domain Controller for your HPC
cluster

Launch an instance that will serve as the domain controller for your HPC cluster.
To create a domain controller for your HPC cluster

1. Open the Amazon EC2 console and select a region for the instance.

2. Launch an instance with the name Domai n Cont r ol | er and the security group SG - Donai n
Controller.

a. On the console dashboard, click Launch Instance.
On the Choose an AMI page, select an AMI for Windows Server and then click Select.

c. On the next pages of the wizard, select an instance type, instance configuration, and storage
options.

d. Onthe Tag Instance page, enter Donai n Control | er as the value for the Nane tag and then
click Next: Configure Security Group.

e. Onthe Configure Security Group page, click Select an existing security group, select SG
- Domai n Controller from the list of security groups, and then click Review and Launch.

f.  Click Launch.

3. Create an Elastic IP address and associate it with the instance.

a. Inthe navigation pane, click Elastic IPs.
b. Click Allocate New Address.
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c.  When prompted, click Yes, Allocate, and then close the confirmation dialog box.
d. Select the Elastic IP address you created, and then click Associate Address.
e. Inthe Instance list, select the Donai n Cont r ol | er instance and then click Associate.

Configuring the Domain Controller for Your HPC
Cluster

Log in to the instance you created and configure the server as a domain controller for the HPC cluster.
To configure your instance as a domain controller

Connect to your Domai n Control | er instance.

Open Server Manager, and add the Active Directory Domain Services role.

Promote the server to a domain controller using Server Manager or by running DCPromo.exe.
Create a new domain in a new forest.

Enter hpc. | ocal as the fully qualified domain name (FQDN).

Select Forest Functional Level as Windows Server 2008 R2.

Ensure that the DNS Server option is selected, and then click Next.

Select Yes, the computer will use an IP address automatically assigned by a DHCP server (not
recommended).

9. Inthe warning box, click Yes to continue.
10. Complete the wizard and then select Reboot on Completion.

© N TR wWwDdRE

11. Log into the instance as hpc. | ocal \ admi ni strator.
12. Create a domain user hpc. | ocal \ hpcuser.

Task 2: Configure Your Head Node

An HPC client connects to the head node. The head node facilitates the scheduled jobs. You configure
your head node by completing the following steps:

1. Create security groups for your HPC cluster.
2. Launch an instance for your head node.

3. Install the HPC Pack.

4. Configure your HPC cluster.

Creating Security Groups for Your HPC Cluster

Run the script Cr eat e- HPC- sec- gr oup. bat to create a security group named SG - W ndows HPC
Cl ust er with rules for the HPC cluster nodes.

To create the security group for your HPC cluster

1. Copy the contents of Create-HPC-sec-group.bat (p. 43) to a text editor. Save the file, using the file
name Cr eat e- HPC- sec- gr oup. bat, to a computer configured with the EC2 command line tools.
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Run the Cr eat e- HPC- sec- gr oup. bat batch file from a Command Prompt window as a local ad-
ministrator.

Open the Amazon EC2 console, select Security Groups from the navigation pane, and verify that
the SG - W ndows HPC C ust er security group appears in the list.

Alternatively, manually configure the firewall with the port requirements for HPC cluster members to
communicate. For more information, see Windows Firewall configuration on the Microsoft website.

Launch an Instance for the HPC Head Node

Launch an instance and then configure it as a member of the hpc. | ocal domain and with the necessary
user accounts.

To configure an instance as your head node

1.

Launch an instance and name it HPC- Head. When you launch the instance, select both of these
security groups:

¢ SG - Wndows HPC C uster
e SG - Domai n Menber

Log in to the instance and get the existing DNS server address from HPC-Head using the following
command:

C\> | PConfig /all

Update the TCP/IPv4 properties of the HPC- Head NIC to include the Elastic IP address for the Domai n
Control | er instance as the primary DNS, and then add the additional DNS IP address from the
previous step.

Join the machine to the hpc. | ocal domain using the credentials for hpc. | ocal \ admi ni st r at or
(the domain administrator account).

Add hpc. | ocal \ hpcuser as the local administrator. When prompted for credentials, use
hpc. | ocal \ admi ni st rat or, and then restart the instance.

Log back in to HPC- Head as hpc. | ocal \ hpcuser.

Install the HPC Pack

To install the HPC Pack

1.
2.

Connect to your HPC-Head instance using the hpc. | ocal \ hpcuser account.

Using Server Manager, turn off Internet Explorer Enhanced Security Configuration (IE ESC) for
Administrators.

a. In Server Manager, under Security Information, click Configure IE ESC.
b. Turn off IE ESC for administrators.

Install the HPC Pack on HPC-Head.

a. Download the HPC Pack to HPC- Head from the Microsoft Download Center. Choose the HPC
Pack for the version of Windows Server on HPC- Head.
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Extract the files to a folder, open the folder, and double-click setup.exe.

c. Onthe Installation page, select Create a new HPC cluster by creating a head node, and then
click Next.

Accept the default settings to install all the databases on the Head Node, and then click Next.
Complete the wizard.

Configure Your HPC Cluster on the Head Node

To configure your HPC cluster on the head node

1. Start HPC Cluster Manager.
2. Inthe Deployment To-Do List, select Configure your network.

a. Inthe wizard, select the default option (5), and then click Next.

b. Complete the wizard accepting default values on all screens, and choose how you want to update
the server and participate in customer feedback.

c. Click Configure.

3. Select Provide Network Credentials, then supply the hpc. | ocal \ hpcuser credentials.
4. Select Configure the naming of new nodes, and then click OK.
5. Select Create a node template.

a. Selectthe Compute node template, and then click Next.
b. Select Without operating system, and then continue with the defaults.
c. Click Create.

Task 3: Set Up the Compute Node

Setting up the compute node involves the following steps:

1. Launch an instance for your compute node.
2. Install the HPC Pack on the instance.

3. Add the compute node to your cluster.

Launch an Instance for the HPC Compute Node

Configure your compute node by launching an instance, and then configuring the instance as a member
of the hpc. | ocal domain with the necessary user accounts.

To configure an instance for your compute node

1. Launch an instance and name it HPC- Conput e. When you launch the instance, select the following
security groups: SG - Windows HPC Cluster and SG - Domain Member.

2. Logintotheinstance and get the existing DNS server address from HPC-Compute using the following
command:
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C\> | PConfig /all

Update the TCP/IPv4 properties of the HPC- Conput e NIC to include the Elastic IP address of the
Domai n Control | er instance as the primary DNS. Then add the additional DNS IP address from
the previous step.

Join the machine to the hpc. | ocal domain using the credentials for hpc. | ocal \ admi ni st r at or
(the domain administrator account).

Add hpc. | ocal \ hpcuser as the local administrator. When prompted for credentials, use

hpc. | ocal \ admi ni strat or, and then restart.

Log back in to HPC- Conput e as hpc. | ocal \ hpcuser.

Install the HPC Pack on the Compute Node

To install the HPC Pack on the compute node

1.
2.

Connect to your HPC- Conput e instance using the hpc. | ocal \ hpcuser account.

Using Server Manager, turn off Internet Explorer Enhanced Security Configuration (IE ESC) for
Administrators.

a. In Server Manager, under Security Information, click Configure IE ESC.
b. Turn off IE ESC for administrators.

Install the HPC Pack on HPC- Conput e.

a. Download the HPC Pack to HPC- Conput e from the Microsoft Download Center. Choose the
HPC Pack for the version of Windows Server on HPC- Conput e.

Extract the files to a folder, open the folder, and double-click setup.exe.

c. Onthe Installation page, select Join an existing HPC cluster by creating a new compute
node, and then click Next.

Specify the fully-qualified name of the HPC- Head instance, and then choose the defaults.
Complete the wizard.

Add the Compute Node to Your HPC Cluster

To complete your cluster configuration, from the head node, add the compute node to your cluster.

To add the compute node to your cluster

PobdPE

Connect to the HPC- Head instance as hpc. | ocal \ hpcuser.
Open HPC Cluster Manager.
Select Node Management.

If the compute node displays in the Unapproved bucket, right-click the node that is listed and select
Add Node.

a. Select Add compute nodes or broker nodes that have already been configured.
b. Select the check box next to the node and click Add.
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5.

Right-click the node and click Bring Online.

Task 4: ScaleYour HPC Compute Nodes (Option-

al)

To scale your compute nodes

1.
2.

10.
11.

12.
13.
14.
15.
16.

Connect to the HPC- Conput e instance as hpc. | ocal \ hpcuser.

Delete any files you downloaded locally from the HP Pack installation package. (You have already
run setup and created these files on your image so they do not need to be cloned for an AMI.)

From C: \ Program Fi | es\ Amazon\ Ec2Conf i gSer vi ce open the file syspr ep2008. xmi .

At the bottom of <set ti ngs pass="speci al i ze" >, add the following section. Make sure to replace
hpc.local, password, and hpcuser to match your environment.

<conponent name="M crosoft-W ndows- Unatt endedJoi n" processorArchitec
ture="and64" publicKeyToken="31bf 3856ad364e35"
| anguage="neutral " versi onScope="nonSxS" xm ns:wcn¥"http://schemas. m
crosoft.conm WM Confi g/ 2002/ St at e"
xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schena- i nst ance" >
<l dentification>
<Unsecur eJoi n>f al se</ Unsecur eJoi n>
<Credenti al s>
<Domai n>hpc. | ocal </ Donai n>
<Passwor d>passwor d</ Passwor d>
<User nanme>hpcuser </ User nanme>
</ Credenti al s>
<Joi nDomai n>hpc. | ocal </ Joi nDomai n>
</ldentification>
</ conmponent >

Save syspr ep2008. xm .
Click Start, point to All Programs, and then click EC2ConfigService Settings.

a. Click the General tab, and clear the Set Computer Name check box.
b. Click the Bundle tab, and then click Run Sysprep and Shutdown Now.

Open the Amazon EC2 console.

In the navigation pane, click Instances.

Wait for the instance status to show stopped.
Right-click the instance, and select Create Image.

Specify an image name and image description, and then click Create Image to create an AMI from
the instance.

Start the original HPC- Conput e instance that was shut down.

Connect to the head node using the hpc. | ocal \ hpcuser account.

From HPC Cluster Manager, delete the old node that now appears in an error state.
In the Amazon EC2 console, in the navigation pane, click AMIs.

Use the AMI you created to add additional nodes to the cluster.

APl Version 2014-09-01
41




Amazon Elastic Compute Cloud User Guide for Microsoft
Windows
Running the Lizard Performance Measurement Applica-
tion
You can launch additional compute nodes from the AMI that you created. These nodes are automatically
joined to the domain, but you must add them to the cluster as already configured nodes in HPC Cluster
Manager using the head node and then bring them online.

Running the Lizard Performance Measurement
Application

If you choose, you can run the Lizard application, which measures the computational performance and
efficiency that can be achieved by your HPC cluster. Go to http://www.microsoft.com/download/en/de-
tails.aspx?id=8433, download the lizard_x64.msi installer, and run the installer directly on your head node
as hpc. | ocal \ hpcuser.

Create AD security.bat

The following batch file creates two security groups for your Active Directory environment: one group for
Active Directory domain controllers and one for Active Directory domain member servers.

set DC="SG - Donmain Controller"
set DVME"SG - Donmi n Menber™
set Cl DR="your - addr ess-range"

Creates Security groups Prior to Adding Rul es

call ec2addgrp %DWAb -d "Active Directory Domain Menber"
call ec2addgrp %C% -d "Active Directory Domain Controller”

Security group for Domain Controller

For LDAP and rel ated services. Details at |ink bel ow
http://support.mcrosoft.com kb/ 179442

call ec2auth YOC% -0 YOMo6 -P UDP -p 123

call ec2auth WOC% -0 YOMH6 -P TCP -p 135

call ec2auth YOC% -0 YOMo6 -P UDP -p 138

call ec2auth C% -0 ¥OMo -P TCP -p "49152-65535"

call ec2auth YOC% -0 YOMH6 -P TCP -p 389

call ec2auth YOC% -0 YOM6 -P UDP -p 389

call ec2auth WOC% -0 YOMH6-P TCP -p 636

call ec2auth YC% -0 YOMo -P TCP -p 3268

call ec2auth YWC% -0 YOMo -P TCP -p 3269

call ec2auth YWC% -0 YOMo-P TCP -p 53

call ec2auth YC% -0 YOMo-P UDP -p 53

call ec2auth YWC% -0 YOMo-P TCP -p 88

call ec2auth YWC% -0 YOMo-P UDP -p 88

call ec2auth YOC% -0 YOMH -P TCP -p 445

call ec2auth YOC% -0 YOMo -P UDP -p 445

For 1CVWP as required by Active Directory
call ec2auth “C%-P ICW -t -1:-1
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For

Elastic |P to communi cate with DNS

cal |

cal |

For

ec2auth 9C% -s %I DR% -P UDP -p 53

RDP for connecting to desktop renotely
ec2auth 9C% -s %I DR% -P TCP -p 3389

Security group for

Domai n Menber

cal |
cal |
cal |
cal |

For

ec2aut h
ec2aut h
ec2aut h
ec2aut h

LDAP and rel ated services.
http://support.mcrosoft.com kb/ 179442

%M - 0
%M - 0
%M - 0
%M - 0

YDC% - P TCP -p
YDC% - P UDP - p
YDC% - P TCP -p

Details at

l'i nk bel ow

"49152- 65535"
"49152- 65535"
53
53

YDC% - P UDP - p

Create-HPC-sec-group.bat

The following batch file creates a security group for your HPC cluster nodes.

HPC="SG - W ndows HPC Cluster”
Cl DR="your - addr ess-r ange"

set
set

Creates Security groups Prior to Adding Rul es

call ec2addgrp %PC% -d "W ndows HPC Server 2008 R2 C uster

Nodes"

Security group for Wndows HPC C uster

For HPC rel ated services. Details at |ink bel ow
http://technet. m crosoft.com en-us/library/ff919486. aspx#BKMK_Fi r ewal |

call ec2auth %HPC% -0 %PC% -P TCP -p 80

call ec2auth %HPC% -0 %PC% -P TCP -p 443

call ec2auth %HPC% -0 %PC% -P TCP -p 1856

call ec2auth %HPC% -0 %PC% -P TCP -p 5800

call ec2auth %HPC% -0 %PC% -P TCP -p 5801

call ec2auth %HPC% -0 %PC% -P TCP -p 5969

call ec2auth %HPC% -0 %PC% -P TCP -p 5970

call ec2auth %HPC% -0 %PC% -P TCP -p 5974

call ec2auth %HPC% -0 %HPC% -P TCP -p 5999

call ec2auth %HPC% -0 %PC% -P TCP -p 6729

call ec2auth %HPC% -0 %PC% -P TCP -p 6730

call ec2auth %HPC% -0 %PC% -P TCP -p 7997

call ec2auth %HPC% -0 %HPC% -P TCP -p 8677

call ec2auth %HPC% -0 %PC% -P TCP -p 9087

call ec2auth %HPC% -0 %PC% -P TCP -p 9090

call ec2auth %HPC% -0 %PC% -P TCP -p 9091
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call ec2auth %HPC% -0 %PC% -P TCP -p 9092
call ec2auth %HPC% -0 %PC% -P TCP -p "9100-9163"
call ec2auth %HPC% -0 %PC% -P TCP -p "9200-9263"
call ec2auth %HPC% -0 %UPC% -P TCP -p 9794
call ec2auth %HPC% -0 %PC% -P TCP -p 9892
call ec2auth %HPC% -0 %PC% -P TCP -p 9893
call ec2auth %HPC% -0 %PC% -P UDP -p 9893

For HPC rel ated services, these are NOT in the first table but are there in
the third table at |ink bel ow
http://technet.m crosoft.com en-us/library/ff919486. aspx#BKML_Fi r ewal |
call ec2auth %HPC% -0 %PC% -P TCP -p 6498
call ec2auth %HPC% -0 %PC% -P TCP -p 7998
call ec2auth %HPC% -0 %PC% -P TCP -p 8050
call ec2auth %HPC% -0 %PC% -P TCP -p 5051

:: For RDP for connecting to desktop renotely
call ec2auth %HPC% -s %I DR% -P TCP -p 3389
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Amazon Machine Images (AMI)

An Amazon Machine Image (AMI) provides the information required to launch an instance, which is a
virtual server in the cloud. You specify an AMI when you launch an instance, and you can launch as many
instances from the AMI as you need.

An AMI includes the following:

¢ A template for the root volume for the instance (for example, an operating system, an application
server, and applications)

¢ Launch permissions that control which AWS accounts can use the AMI to launch instances
¢ A block device mapping that specifies the volumes to attach to the instance when it's launched

Using an AMI

The following diagram summarizes the AMI lifecycle. After you create and register an AMI, you can use
it to launch new instances. (You can also launch instances from an AMI if the AMI owner grants you
launch permissions.) You can copy an AMI to the same region or to different regions. When you are finished
launching instance from an AMI, you can deregister the AMI.

launch—
. X Instance
create —>'—reg ister—»
template for the AMI #1
root volume opYy——»
l AMI #2
deregister

You can search for an AMI that meets the criteria for your instance. You can search for AMIs provided
by AWS or AMIs provided by the community. For more information, see AMI Types (p. 48) and Finding
an AMI (p. 51).

When you are connected to an instance, you can use it just like you use any other server. For information
about launching, connecting, and using your instance, see Amazon EC2 Instances (p. 75).
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Creating Your Own AMI

You can customize the instance that you launch from a public AMI and then save that configuration as a
custom AMI for your own use. Instances that you launch from your AMI use all the customizations that
you've made.

The root storage device of the instance determines the process you follow to create an AMI. The root
volume of an instance is either an Amazon EBS volume or an instance store volume. For information,
see Root Device Volume (p. 8).

To create an Amazon EBS-backed AMI, see Creating an Amazon EBS-Backed Windows AMI (p. 62).
To create an instance store-backed AMI, see Creating an Instance Store-Backed Windows AMI (p. 64).

To help categorize and manage your AMIs, you can assign custom tags to them. For more information,
see Tagging Your Amazon EC2 Resources (p. 439).

Buying, Sharing, and Selling AMIs

After you create an AMI, you can keep it private so that only you can use it, or you can share it with a
specified list of AWS accounts. You can also make your custom AMI public so that the community can
use it. Building a safe, secure, usable AMI for public consumption is a fairly straightforward process, if
you follow a few simple guidelines. For information about how to create and use shared AMIs, see Shared
AMls (p. 53).

You can purchase an AMlIs from a third party, including AMIs that come with service contracts from or-
ganizations such as Red Hat. You can also create an AMI and sell it to other Amazon EC2 users. For
more information about buying or selling AMIs, see Paid AMIs (p. 59).

Deregistering Your AMI

You can deregister an AMI when you have finished with it. After you deregister an AMI, you can't use it
to launch new instances. For more information, see Deregistering Your AMI (p. 72).

AWS Windows AMIs

AWS provides a set of publicly available AMIs that contain software configurations specific to the Windows
platform. Using these AMIs, you can quickly start building and deploying your applications using Amazon
EC2. First choose the AMI that meets your specific requirements, and then launch an instance using that
AMIL. You retrieve the password for the administrator account and then log in to the instance using Remote
Desktop Connection, just as you would with any other Windows server. The name of the administrator
account depends on the language of the operating system. For example, for English, it's Administrator,
for French it's Administrateur, and for Portuguese it's Administrador. For more information, see Localized
Names for Administrator Account in Windows in the Microsoft TechNet Wiki.

AWS currently provides AMIs based on the following versions of Windows:

¢ Microsoft Windows Server 2012 R2 (64-bit)
¢ Microsoft Windows Server 2012 (64-bit)
¢ Microsoft Windows Server 2008 R2 (64-bit)
¢ Microsoft Windows Server 2008 (64-bit)
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» Microsoft Windows Server 2008 (32-bit)
¢ Microsoft Windows Server 2003 R2 (64-bit)
¢ Microsoft Windows Server 2003 R2 (32-bit)

AWS also provides a set of publicly available AMIs that include SQL Server, SQL Server Express, Internet
Information Services (11S), and ASP.NET to help you get started quickly. You can use one or more of
these AMIs to deploy your applications. For example, you can use an AWS Windows AMI with SQL
Server Express, IIS, and ASP.NET to launch an instance that runs web and ASP.NET applications.
Launching an instance from an AWS Windows AMI with SQL Server offers you the flexibility to run the
instance as a database server. Or you can launch an instance from one of the basic Windows AMIs,
customize the instance by installing the software and applications of your choice, and then register the
customized instance as an AMI. You can then use this customized AMI to launch additional instances
that include your chosen software and applications.

To locate the Windows AMIs provided by AWS using the Amazon EC2 console, see Windows AMIs.

In addition to the public AMIs provided by AWS, AMIs published by the AWS developer community are
available for your use. We highly recommend that you use only those Windows AMIs that AWS or other
reputable sources provide. To learn how to find a list of Microsoft Windows AMIs approved by Amazon,
see Finding an AMI (p. 51).

You can also create an AMI from your own Windows computer. For more information, see Importing and
Exporting Instances (p. 108).

Update Schedule

AWS provides updated, full patched Windows AMIs within five business days of Microsoft's patch Tuesday
(the second Tuesday of each month). The new Windows AMIs have new AMI IDs. To find the latest
Windows AMils, use the AMI name instead of the AMI ID. The basic structure of the AMI name is usually
the same, with a new date added to the end. You can use a query or script to search for an AMI by name,
confirm that you've found the correct AMI, and then launch your instance. AWS removes the previously
published Windows AMIs within 10 business days after publishing updated Windows AMls.

Configuration Settings

The AWS Windows AMIs are, as much as possible, configured the same way as the Windows Server
you install from Microsoft-issued media. There are however, a few differences in the installation defaults.

An Amazon EC2 Windows AMI comes with an additional service installed, the EC2Config service. The
EC2Config service runs in the local system account and is primarily used during the initial setup. For in-
formation about the tasks that EC2Config performs, see Overview of EC2Config Tasks (p. 154).

After you launch your Windows instance with its initial configuration, you can use the EC2Config service
to change the configuration settings as part of the process of customizing and creating your own AMIs.
Instances launched from your customized AMI are launched with the new configuration.

Xen Drivers

AWS Windows AMIs contain a set of drivers to permit access to Xen virtualized hardware. These drivers
are used by Amazon EC2 to map instance store and Amazon EBS volumes to their devices.

For more information, see Xen Drivers (p. 175).
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Keeping Your Instances Up-to-Date

At their initial launch, your Windows instances contain all the latest security updates. However, after you
launch an instance, you are responsible for managing future updates, including the updates issued after
you built the AMI. You can use the Windows Update service, or the Automatic Updates tool available on
your instance to deploy the Microsoft updates. Any third-party software you deploy must also be kept up-
to-date using whatever mechanisms are appropriate for that software. We recommend that you run the
Windows Update service as a first step after every Windows instance that you launch.

You can reboot a Windows instance after installing updates. For more information, see Reboot Your In-
stance (p. 144).

Upgrading fromWindows Server 2008 to Windows
Server 2012

At some point, you might find that you are interested in upgrading the operating system on your instance
from Windows Server 2008 to Windows Server 2012. To upgrade from Windows Server 2008 to Windows
Server 2012, complete the following process.

Warning
Do not directly upgrade the operating system on your instance. This is not supported and doing
SO can impair your instance.

To upgrade from Windows Server 2008 to Windows Server 2012

On the original instance, back up any data that must persist.

Launch a new instance using an AMI based on Windows Server 2012.

Install the software to run on your new instance.

Restore the data that you backed up to volumes on your new instance.

(Optional) If the original instance had an Elastic IP address, associate it with the new instance.
(Optional) Update any affected DNS records to point to your new instance.

Verify that the software on your new instance is operating as expected, and then terminate the ori-
ginal instance.

Noa~owDdhR

AMI Types

You can select an AMI to use based on the following characteristics:

* Region (see Regions and Availability Zones (p. 6))
¢ Operating system

¢ Architecture (32-bit or 64-bit)

¢ Launch Permissions (p. 48)

¢ Storage for the Root Device (p. 49)

Launch Permissions

The owner of an AMI determines its availability by specifying launch permissions. Launch permissions
fall into the following categories.
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Launch
Permission

public
explicit

implicit

Description

The owner grants launch permissions to all AWS accounts.
The owner grants launch permissions to specific AWS accounts.

The owner has implicit launch permissions for an AMI.

Amazon and the Amazon EC2 community provide a large selection of public AMIs. For more information,
see Shared AMIs (p. 53). Developers can charge for their AMIs. For more information, see Paid

AMls (p. 59).

Storage for the Root Device

All AMIs are categorized as either backed by Amazon EBS or backed by instance store. The former
means that the root device for an instance launched from the AMI is an Amazon EBS volume created
from an Amazon EBS snapshot. The latter means that the root device for an instance launched from the
AMI is an instance store volume created from a template stored in Amazon S3. For more information,
see Root Device Volume (p. 8).

This section summarizes the important differences between the two types of AMIs. The following table
provides a quick summary of these differences.

Characteristic

Boot time
Size limit
Root device volume

Data persistence

Upgrading

Charges

AMI creation/bundling

Stopped state

Amazon EBS-Backed

Usually less than 1 minute
1TiB
Amazon EBS volume

Data on Amazon EBS volumes
persists after instance termination®*;
you can also attach instance store
volumes that don't persist after
instance termination.

The instance type, kernel, RAM disk,
and user data can be changed while
the instance is stopped.

You're charged for instance usage,
Amazon EBS volume usage, and
storing your AMI as an Amazon EBS
snapshot.

Uses a single command/call
Can be placed in stopped state where

instance is not running, but the root
volume is persisted in Amazon EBS

Amazon Instance Store-Backed

Usually less than 5 minutes
10 GiB
Instance store volume

Data on instance store volumes
persists only during the life of the
instance; you can also attach Amazon
EBS volumes that persist after
instance termination.

Instance attributes are fixed for the life

of an instance.

You're charged for instance usage and
storing your AMI in Amazon S3.

Requires installation and use of AMI
tools

Cannot be in stopped state; instances
are running or terminated
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* By default, Amazon EBS-backed instance root volumes have the Del et eOnTer mi nat i on flag set to
t r ue, which causes the volume to be deleted upon instance termination. For information about how to
change this so that the volume persists following termination, see Root Device Volume (p. 8).

Determining the Root Device Type of Your AMI

To determine the root device type of an AMI using the console

1. Open the Amazon EC2 console.
2. In the navigation pane, click AMIs, and select the AMI.
3. Check the value of Root Device Type in the Details tab as follows:

« |f the value is ebs, this is an Amazon EBS-backed AMI.
» |fthe value isi nst ance st or e, this is an instance store-backed AMI.

To determine the root device type of an AMI using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

» describe-images (AWS CLI)
e ec2-describe-images (Amazon EC2 CLI)
» Get-EC2Image (AWS Tools for Windows PowerShell)

Size Limit

Amazon EC2 instance store-backed AMIs are limited to 10 GiB storage for the root device, whereas
Amazon EBS-backed AMIs are limited to 1 TiB. Many Windows AMIs come close to the 10 GiB limit, so
you'll find that Windows AMls are often backed by an Amazon EBS volume.

Note
All Windows Server 2008, Windows Server 2008 R2, and Windows Server 2012 AMIs are backed
by an Amazon EBS volume by default because of their larger size.

Stopped State

You can stop an Amazon EBS-backed instance, but not an Amazon EC2 instance store-backed instance.
Stopping causes the instance to stop running (its status goes from r unni ng to st oppi ng to st opped).
A stopped instance persists in Amazon EBS, which allows it to be restarted. Stopping is different from
terminating; you can't restart a terminated instance. Because Amazon EC2 instance store-backed AMIs
can't be stopped, they're either running or terminated. For more information about what happens and
what you can do while an instance is stopped, see Stop and Start Your Instance (p. 141).

Default Data Storage and Persistence

Instances that use an instance store volume for the root device automatically have instance store available
(the root volume contains the root partition and you can store additional data). Any data on an instance
store volume is deleted when the instance fails or terminates (except for data on the root device). You
can add persistent storage to your instance by attaching one or more Amazon EBS volumes.

Instances that use Amazon EBS for the root device automatically have an Amazon EBS volume attached.
The volume appears in your list of volumes like any other. The instances don't use any available instance
store volumes by default. You can add instance storage or additional Amazon EBS volumes using a block
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device mapping. For more information, see Block Device Mapping (p. 421). For information about what
happens to the instance store volumes when you stop an instance, see Stop and Start Your In-
stance (p. 141).

Boot Times

Amazon EBS-backed AMIs launch faster than Amazon EC2 instance store-backed AMIs. When you
launch an Amazon EC2 instance store-backed AMI, all the parts have to be retrieved from Amazon S3
before the instance is available. With an Amazon EBS-backed AMI, only the parts required to boot the
instance need to be retrieved from the snapshot before the instance is available. However, the performance
of an instance that uses an Amazon EBS volume for its root device is slower for a short time while the
remaining parts are retrieved from the snapshot and loaded into the volume. When you stop and restart
the instance, it launches quickly, because the state is stored in an Amazon EBS volume.

AMI Creation

To create Windows AMIs backed by instance store, there's an API action that creates an AMI and another
API action that registers the AMI.

AMI creation is much easier for AMIs backed by Amazon EBS. The Cr eat el nage API action creates
your Amazon EBS-backed AMI and registers it. There's also a button in the AWS Management Console
that lets you create an AMI from a running instance. For more information, see Creating an Amazon EBS-
Backed Windows AMI (p. 62).

How You're Charged

With AMIs backed by instance store, you're charged for AMI storage and instance usage. With AMIs
backed by Amazon EBS, you're charged for volume storage and usage in addition to the AMI and instance
usage charges.

With Amazon EC2 instance store-backed AMIs, each time you customize an AMI and create a new one,
all of the parts are stored in Amazon S3 for each AMI. So, the storage footprint for each customized AMI
is the full size of the AMI. For Amazon EBS-backed AMIs, each time you customize an AMI and create
a new one, only the changes are stored. So the storage footprint for subsequent AMIs you customize
after the first is much smaller, resulting in lower AMI storage charges.

When an Amazon EBS-backed instance is stopped, you're not charged for instance usage; however,
you're still charged for volume storage. We charge a full instance hour for every transition from a stopped
state to a running state, even if you transition the instance multiple times within a single hour. For example,
let's say the hourly instance charge for your instance is $0.10. If you were to run that instance for one
hour without stopping it, you would be charged $0.10. If you stopped and restarted that instance twice
during that hour, you would be charged $0.30 for that hour of usage (the initial $0.10, plus 2 x $0.10 for
each restart).

Finding an AMI

Before you can launch an instance, you must select an AMI to use. As you select an AMI, consider the
following requirements you might have for the instances that you'll launch:

¢ The region

¢ The operating system

¢ The architecture: 32-bit (i 386) or 64-bit (x86_64)

* The root device type: Amazon EBS or instance store
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¢ The provider: Amazon Web Services, Oracle, IBM, Microsoft, or the community

Finding a Windows AMI Using the Amazon EC2
Console

The Amazon EC2 console provides one way to see available Windows AMIs.

To find a Windows AMI using the console

1.
2.

Open the Amazon EC2 console.

From the navigation bar, select a region. You can select any region that's available to you, regardless
of your location. This is the region in which you'll launch your instance.

In the navigation pane, click AMIs.

(Optional) Use the Filter options to scope the list of displayed AMIs to the AMIs that interest you.
For example, to list all Windows AMIs provided by AWS, select Public images, Amazon images,
and then Windows from the Filter lists.

(Optional) Click the Show/Hide Columns icon to select which image attributes to display, such as
the root device type. Alternatively, you can select an AMI from the list and view its properties in the
Details tab.

Before you select an AMI, it's important that you check whether it's backed by instance store or by
Amazon EBS and that you are aware of the effects of this difference. For more information, see
Storage for the Root Device (p. 49).

To launch an instance from this AMI, select it and then click Launch. For more information about
launching an instance using the console, see Launching Your Instance from an AMI (p. 132). If you're
not ready to launch the instance now, write down the AMI ID (ami-xxxxxxxx) for later.

Finding an AMI Using the Command Line

You can use command line parameters to list only the types of AMIs that interest you. For example, the
following commands find public AMIs owned by you or Amazon.

¢ describe-images (AWS CLI)

C.\> aws ec2 describe-inmages --owners self amazon

e ec2-describe-images (Amazon EC2 CLI)

C.\> ec2-describe-imges -0 self -0 anmazon

Add the following filters to a command to display only Windows AMIs backed by Amazon EBS:

¢ describe-images (AWS CLI)

--filters "Nane=pl at f or m Val ues=W ndows, Nane=r oot - devi ce-t ype, Val ues=ebs"

e ec2-describe-images (Amazon EC2 CLI)
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--filter "platform=w ndows" --filter "root-device-type=ebs"

¢ Get-EC2Image (AWS Tools for Windows PowerShell)

PS C:\> $pl atformval ues = New Cbject 'collections.generic.list[string]’
PS C:\> $pl atform val ues. add("w ndows")

PS C:\> $filter_platform= New Cbject Amazon. EC2. Mbdel . Filter -Property
@ Namre="pl atforni; Val ues=$pl at f orm val ues}

PS C:\> $devi ce_val ues = New Cbject 'collections.generic.list[string]’
PS C.\> $devi ce_val ues. add("ebs")

PS C:\> $filter_device = New Cbj ect Ammzon. EC2. Mbdel . Filter -Property

@ Namre="r oot - devi ce-type"; Val ues=$devi ce_val ues}

PS C\> Get-EC2Inage ... -Filter $filter_platform $filter_device

After locating an AMI that meets your needs, write down its ID (ami-xxxxxxxx). You can use this AMI to
launch an instances. For more information, see one of the following:

¢ Launching an Instance Using the AWS CLI in the AWS Command Line Interface User Guide
¢ Launching an Instance Using the Amazon EC2 CLI in the Amazon EC2 Command Line Reference

¢ Launching an Instance Using Windows PowerShell in the AWS Tools for Windows PowerShell User
Guide

Shared AMIs

A shared AMI is an AMI that a developer created and made available for other developers to use. One
of the easiest ways to get started with Amazon EC2 is to use a shared AMI that has the components you
need and then add custom content.

You use a shared AMI at your own risk. Amazon can't vouch for the integrity or security of AMIs shared
by other Amazon EC2 users. Therefore, you should treat shared AMIs as you would any foreign code
that you might consider deploying in your own data center and perform the appropriate due diligence.

We recommend that you get an AMI from a trusted source. If you have questions or observations about
a shared AMI, use the AWS forums.

Amazon's public images have an aliased owner, which appears as amazon in the account field. This en-
ables you to find AMIs from Amazon easily. Other users can't alias their AMIs.

Topics
¢ Finding Shared AMIs (p. 53)
¢ Making an AMI Public (p. 55)
¢ Sharing an AMI with Specific AWS Accounts (p. 57)
¢ Using Bookmarks (p. 58)

Finding Shared AMIs

You can use the Amazon EC2 console or the command line to find shared AMls.
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Finding a Shared AMI Using the Console

To find a shared private AMI using the console

1. Open the Amazon EC2 console.
2. Inthe navigation pane, click AMIs.
3. Inthe first filter, select Private images. All AMIs that have been shared with you are listed.

To find a shared public AMI using the console

Open the Amazon EC2 console.
In the navigation pane, click AMIs.
To find shared AMIs, select Public images from the Filter list.

Use filters to list only the types of AMIs that interest you. For example, select Amazon images to
display only Amazon's public images.
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Finding a Shared AMI Using the AWS CLI

To find a shared public AMI using the command line tools

Use the describe-images command to list AMIs. You can scope the list to the types of AMIs that interest
you, as shown in the following examples.

The following command lists all public AMIs using the - - execut abl e- user s option. This list includes
any public AMIs that you own.

‘C:\> aws ec2 describe-inmages --executabl e-users all

The following command lists the AMIs for which you have explicit launch permissions. This list excludes
any such AMls that you own.

‘C:\> aws ec2 descri be-inmages -executabl e-users self

The following command lists the AMIs owned by Amazon. Amazon's public AMIs have an aliased owner,
which appears as amazon in the account field. This enables you to find AMIs from Amazon easily. Other
users can't alias their AMIs.

C:\> aws ec2 describe-inmages --owners amazon

The following command lists the AMIs owned by the specified AWS account.

C:\> aws ec2 describe-inmges --owners 123456789012

To reduce the number of displayed AMiIs, use a filter to list only the types of AMIs that interest you. For
example, use the following filter to display only EBS-backed AMIs.

--filters "Nane=root-device-type, Val ues=ebs"
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Finding a Shared AMI Using the Amazon EC2 CLI

To find a shared public AMI using the command line tools

Use the ec2-describe-images command to list AMIs. You can scope the list to the types of AMIs that interest
you, as shown in the following examples.

The following command lists all public AMIs using the - x al | option. This list includes any public AMIs
that you own.

C.\> ec2-describe-inages -x all

The following command lists the AMIs for which you have explicit launch permissions. This list excludes
any such AMls that you own.

C.\> ec2-descri be-inages -x self

The following command lists the AMIs owned by Amazon. Amazon's public AMIs have an aliased owner,
which appears as anazon in the account field. This enables you to find AMIs from Amazon easily. Other
users can't alias their AMIs.

C:\> ec2-describe-images -o amazon

The following command lists the AMIs owned by the specified AWS account.

C.\> ec2-describe-inmages -0 <target_uid>

The <t ar get _ui d> is the account ID that owns the AMIs for which you are looking.

To reduce the number of displayed AMIs, use a filter to list only the types of AMIs that interest you. For
example, use the following filter to display only EBS-backed AMIs.

--filter "root-device-type=ebs"

Making an AMI Public

Amazon EC2 enables you to share your AMIs with other AWS accounts. You can allow all AWS accounts
to launch the AMI (make the AMI public), or only allow a few specific accounts to launch the AMI. You
are not billed when your AMI is launched by other AWS accounts; only the accounts launching the AMI
are billed.

Note
If an AMI has a product code, you can't make it public. You must share the AMI with only specific
AWS accounts.

Sharing a Public AMI Using the Console

To share a public AMI using the console

1. Open the Amazon EC2 console.
2. In the navigation pane, click AMls.
3. Select your AMI in the list, and then select Modify Image Permissions from the Actions list.
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4. Select the Public radio button, and then click Save.

Sharing a Public AMI Using the AWS CLI

Each AMI has a | aunchPer mi ssi on property that controls which AWS accounts, besides the owner's,
are allowed to use that AMI to launch instances. By modifying the | aunchPer i ssi on property of an
AMI, you can make the AMI public (which grants launch permissions to all AWS accounts) or share it
with only the AWS accounts that you specify.

You can add or remove account IDs from the list of accounts that have launch permissions for an AMI.
To make the AMI public, specify the al | group. You can specify both public and explicit launch permissions.

To make an AMI public

Use the modify-image-attribute command as follows to add the al | group to the | aunchPer mi ssi on
list for the specified AMI.

C\> aws ec2 nodify-inage-attribute --inmage-id am -2bb65342 --| aunch- perm ssi on
"{\"Add\": [{\"Goup\":\"al[\"}]}"

To verify the launch permissions of the AMI, use the following describe-image-attribute command.

C.\> aws ec2 describe-imge-attribute --inage-id anm -2bb65342 --attribute
I aunchPer m ssi on

(Optional) To make the AMI private again, remove the al | group from its launch permissions. Note that
the owner of the AMI always has launch permissions and is therefore unaffected by this command.

C\> aws ec2 nodify-inage-attribute --inmage-id ani-2bb65342 "{\"Re
move\": [{\"Goup\":\"all\"}]}"

Sharing a Public AMI Using the Amazon EC2 CLI

Each AMI has a | aunchPer ni ssi on property that controls which AWS accounts, besides the owner's,
are allowed to use that AMI to launch instances. By modifying the | aunchPer i ssi on property of an
AMI, you can make the AMI public (which grants launch permissions to all AWS accounts or share it with
only the AWS accounts that you specify.

You can add or remove account IDs from the list of accounts that have launch permissions for an AMI
To make the AMI public, specify the al | group. You can specify both public and explicit launch permissions.

To make an AMI public

Use the ec2-modify-image-attribute command as follows to add the al | group to the | aunchPer mi ssi on
list for the specified AMI.

C\> ec2-nodi fy-image-attribute am -2bb65342 --launch-permission -a all

To verify the launch permissions of the AMI, use the following command.

C.\> ec2-describe-image-attribute am -2bb65342 -1
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To make the AMI private again, remove the al | group from its launch permissions. Note that the owner
of the AMI always has launch permissions and is therefore unaffected by this command.

C\> ec2-nodi fy-inage-attribute am -2bb65342 -1 -r all

Sharing an AMI with Specific AWS Accounts

You can share an AMI with specific AWS accounts without making the AMI public. All you need are the
AWS account IDs.

Sharing an AMI Using the Console

To grant explicit launch permissions using the console

Open the Amazon EC2 console.
In the navigation pane, click AMIs.
Select your AMI in the list, and then select Modify Image Permissions from the Actions list.

Specify the AWS account number of the user with whom you want to share the AMI in the AWS
Account Number field, then click Add Permission.

P onNPE

To share this AMI with multiple users, repeat the above step until you have added all the required
users.

5. To allow create volume permissions for snapshots, check Add "create volume" permissions to
the following associated snapshots when creating permissions.

Note

You do not need to share the Amazon EBS snapshots that an AMI references in order to
share the AMI. Only the AMI itself needs to be shared; the system automatically provides
the instance access to the referenced Amazon EBS snapshots for the launch.

6. Click Save when you are done.

Sharing an AMI Using the AWS CLI

Use the modify-image-attribute command to share an AMI as shown in the following examples.
To grant explicit launch permissions

The following command grants launch permissions for the specified AMI to the specified AWS account.

C\> aws ec2 nodi fy-inmage-attribute --image-id am -2bb65342 --1 aunch- perni ssi on
"{\"Add\ " [{\"Userld\":\"123456789012\"}]}"

To remove launch permissions for an account

The following command removes launch permissions for the specified AMI from the specified AWS account:

C\> aws ec2 nodify-image-attribute --image-id am -2bbh65342 "{\"Re
move\ ": [{\"Userld\":\"123456789012\"}]}"

To remove all launch permissions

The following command removes all public and explicit launch permissions from the specified AMI. Note
that the owner of the AMI always has launch permissions and is therefore unaffected by this command.
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C\> aws ec2 reset-inmmge-attribute --image-id am -2bb65342 --attribute | aunch
Per m ssi on

Sharing an AMI Using the Amazon EC2 CLI

Use the ec2-modify-image-attribute command to share an AMI as shown in the following examples.
To grant explicit launch permissions

The following command grants launch permissions for the specified AMI to the specified AWS account.

C\> ec2-nodify-image-attri bute ani-2bb65342 -1 -a 111122223333

To remove launch permissions for an account

The following command removes launch permissions for the specified AMI from the specified AWS account:

C\> ec2-nodi fy-imge-attribute am -2bb65342 -1 -r 111122223333

To remove all launch permissions

The following command removes all public and explicit launch permissions from the specified AMI. Note
that the owner of the AMI always has launch permissions and is therefore unaffected by this command.

C\> ec2-reset-inmmge-attribute amn -2bb65342 -1

Using Bookmarks

If you have created a public AMI, or shared an AMI with another AWS user, you can create a bookmark
that allows a user to access your AMI and launch an instance in their own account immediately. This is
an easy way to share AMI references, so users don't have to spend time finding your AMI in order to use
it.

Note that your AMI must be public, or you must have shared it with the user to whom you want to send
the bookmark.

To create a bookmark for your AMI

1. Type a URL with the following information, where <r egi on> is the region in which your AMI resides,
and <am _i d> is the ID of the AMI:

https://consol e. aws. anazon. coni ec2/ v2/ home?r egi on=<r egi on>#Launchl nst anceW z
ard: am =<am _i d>

For example, this URL launches an instance from the ami-2bb65342 AMI in the us-east-1 region:

https://consol e. ans. anazon. conl ec2/ v2/ hone?r egi on=us- east - 1#Launchl nst anceW z
ard: am =am - 2bb65342

2. Distribute the link to users who want to use your AMI.

3. To use a bookmark, click the link or copy and paste it into your browser. The launch wizard opens,
with the AMI already selected.
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Paid AMIs

A paid AMI is an AMI that you can purchase from a developer.

Amazon EC2 integrates with AWS Marketplace, enabling developers to charge other Amazon EC2 users
for the use of their AMIs or to provide support for instances.

The AWS Marketplace is an online store where you can buy software that runs on AWS; including AMIs
that you can use to launch your EC2 instance. The AWS Marketplace AMIs are organized into categories,
such as Developer Tools, to enable you to find products to suit your requirements. For more information
about AWS Marketplace, see the AWS Marketplace site.

Launching an instance from a paid AMI is the same as launching an instance from any other AMI. No
additional parameters are required. The instance is charged according to the rates set by the owner of
the AMI, as well as the standard usage fees for the related web services; for example, the hourly rate for
running a ml.small instance type in Amazon EC2. The owner of the paid AMI can confirm whether a
specific instance was launched using that paid AMI.

Topics
¢ Selling Your AMI (p. 59)
¢ Finding a Paid AMI (p. 59)
¢ Purchase a Paid AMI (p. 60)
¢ Getting the Product Code for Your Instance (p. 61)
¢ Using Paid Support (p. 61)
« Bills for Paid and Supported AMIs (p. 62)
¢ Managing Your AWS Marketplace Subscriptions (p. 62)

Selling Your AMI

You can sell your AMI using AWS Marketplace. AWS Marketplace offers an organized shopping experience.
Additionally, AWS Marketplace also supports AWS features such as Amazon EBS-backed AMIs, Reserved
Instances, and Spot Instances.

For information about how to sell your AMI on AWS Marketplace, see Selling on AWS Marketplace.

Finding a Paid AMI

There are several ways that you can find AMIs that are available for you to purchase. For example, you
can use AWS Marketplace, the Amazon EC2 console, or the command line. Alternatively, a developer
might let you know about a paid AMI themselves.

Finding a Paid AMI Using the Console

To find a paid AMI using the console

1. Open the Amazon EC2 console.
2. In the navigation pane, click AMls.

3. Select Public images from the first Filter list, Marketplace images from the second Filter list, and
the operating system from the third Filter list.
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Finding a Paid AMI Using AWS Marketplace

To find a paid AMI using AWS Marketplace

Open AWS Marketplace.

Enter the name of the operating system in the search box, and click Go.

To scope the results further, use one of the categories or filters.

Each product is labeled with its product type: either AM or Sof tware as a Servi ce.
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Finding a Paid AMI Using the AWS CLI

You can find a paid AMI using the describe-images command as follows.

C:\> ec2-describe-images --owners aws- narket pl ace

This command returns numerous details that describe each AMI, including the product code for a paid
AMI. The output from descr i be- i mages includes an entry for the product code like the following:

"Product Codes": [

{
"Product Codel d": "product _code",

"Product CodeType": "narket pl ace"

1

Finding a Paid AMI Using the Amazon EC2 CLI

You can find a paid AMI using the ec2-describe-images command as follows.

C.\> ec2-describe-i mages -0 aws-market pl ace

This command returns numerous details that describe each AMI, including the product code for a paid
AMI. The following example output from ec2- descri be- i mages includes a product code.

I MAGE  ami - abbf59cc i mage_source 123456789012 avai |l abl e public
product _code x86_64 machi ne i nstance-store

Purchase a Paid AMI

You must sign up for (purchase) a paid AMI before you can launch an instance using the AMI.

Typically a seller of a paid AMI presents you with information about the AMI, including its price and a link
where you can buy it. When you click the link, you're first asked to log into AWS, and then you can purchase
the AMI.

Purchasing a Paid AMI Using the Console

You can purchase a paid AMI by using the Amazon EC2 launch wizard. For more information, see
Launching an AWS Marketplace Instance (p. 137).
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Subscribing to a Product Using AWS Marketplace

To use the AWS Marketplace, you must have an AWS account. To launch instances from AWS Marketplace
products, you must be signed up to use the Amazon EC2 service, and you must be subscribed to the
product from which to launch the instance. There are two ways to subscribe to products in the AWS
Marketplace:

< AWS Marketplace website: You can launch preconfigured software quickly with the 1-Click deployment
feature.

¢« Amazon EC2 launch wizard: You can search for an AMI and launch an instance directly from the
wizard. For more information, see Launching an AWS Marketplace Instance (p. 137).

Purchasing a Paid AMI From a Developer

The developer of a paid AMI can enable you to purchase a paid AMI that isn't listed in AWS Marketplace.
The developer provides you with a link that enables you to purchase the product through Amazon. You
can sign in with your Amazon.com credentials and select a credit card that's stored in your Amazon.com
account to use when purchasing the AMI.

Getting the Product Code for Your Instance

You can retrieve the AWS Marketplace product code for your instance using its instance metadata. For
more information about retrieving metadata, see Instance Metadata and User Data (p. 101).

To retrieve a product code, use the following query:

C\> CGET http://169. 254. 169. 254/ | at est / et a- dat a/ pr oduct - codes

If the instance has a product code, Amazon EC2 returns it. For example:

774FAFF8

Using Paid Support

Amazon EC2 also enables developers to offer support for software (or derived AMIs). Developers can
create support products that you can sign up to use. During sign-up for the support product, the developer
gives you a product code, which you must then associate with your own AMI. This enables the developer
to confirm that your instance is eligible for support. It also ensures that when you run instances of the
product, you are charged according to the terms for the product specified by the developer.

Important
You can't use a support product with Reserved Instances. You always pay the price that's specified
by the seller of the support product.

To associate a product code with your AMI, use one of the following commands, where ami_id is the ID
of the AMI and product_code is the product code:

« modify-image-attribute (AWS CLI)

C\> aws ec2 nodify-inmage-attribute --image-id am _id --product-codes
"product _code"

¢ ec2-modify-image-attribute (Amazon EC2 CLI)
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C\> ec2-nodi fy-image-attribute am _id --product-code product_code

After you set the product code attribute, it cannot be changed or removed.

Bills for Paid and Supported AMIs

At the end of each month, you receive an email with the amount your credit card has been charged for
using any paid or supported AMIs during the month. This bill is separate from your regular Amazon EC2
bill. For more information, see Paying For AWS Marketplace Products.

Managing Your AWS Marketplace Subscriptions

On the AWS Marketplace website, you can check your subscription details, view the vendor's usage in-
structions, manage your subscriptions, and more.

To check your subscription details

Log in to the AWS Marketplace.
Click Your Account.
Click Manage Your Software Subscriptions.

All your current subscriptions are listed. Click Usage Instructions to view specific instructions for
using the product, for example, a user name for connecting to your running instance.

P oDdPE

To cancel an AWS Marketplace subscription
1. Ensure that you have terminated any instances running from the subscription.

a. Open the Amazon EC2 console.
b. Inthe navigation pane, click Instances.
c. Selectthe instance, click Actions, and select Terminate. When prompted, click Yes, Terminate.

2. Logintothe AWS Marketplace, and click Your Account, then Manage Your Software Subscrip-
tions.

3. Click Cancel subscription. You are prompted to confirm your cancellation.
Note
After you've canceled your subscription, you are no longer able to launch any instances

from that AMI. To use that AMI again, you need to resubscribe to it, either on the AWS
Marketplace website, or through the launch wizard in the Amazon EC2 console.

Creating an Amazon EBS-Backed Windows AMI

To create an Amazon EBS-backed Windows AMI, you launch and customize a Windows instance, then
you create the AMI.

If you need to create an Amazon EBS-backed Linux AMI, see Creating an Amazon EBS-Backed Linux
AMI in the Amazon EC2 User Guide for Linux Instances.

The AMI creation process is different for instance store-backed AMIs. For more information about the
differences between Amazon EBS-backed and instance store-backed instances, and how to determine
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the root device type for your instance, see Root Device Volume (p. 8). If you need to create an instance
store-backed Windows AMI, see Creating an Instance Store-Backed Windows AMI (p. 64).

Creating an AMI from an Instance

To create an Amazon EBS-backed AMI from an instance using the console

1.

If you don't have a running instance that uses an Amazon EBS volume for the root device, you must
launch one.

a. Open the Amazon EC2 console.

b. Inthe navigation pane, click AMIs. Select an Amazon EBS-backed AMI that is similar to the AMI
that you want to create. To view the Amazon EBS-backed Windows AMIs, select the following
options from the Filter lists: Public images, EBS images, and then Windows.

You can select any public AMI that uses the version of Windows Server that you want for your
AMI. However, you must select an Amazon EBS-backed AMI; don't start with an instance store-
backed AMI.

c. Click Launch to launch an instance of the Amazon EBS-backed AMI that you've selected. Accept
the default values as you step through the wizard.

While the instance is running, connect to it and customize it. For example, you can perform any of
the following actions on your instance:

« Install software and applications.

e Copy data.

« Reduce start time by deleting temporary files, defragmenting your hard drive, and zeroing out free

space.

¢ Create a new user account and add it to the Administrators group.
Tip
If you are sharing your AMI, these credentials can be supplied for RDP access without
disclosing your default Administrator password.

¢ Configure settings using EC2Config. If you want your AMI to generate a random password at
launch time, you need to enable the Ec2Set Passwor d plugin; otherwise, the current Admin-
istrator password is used. For more information, see Configuring a Windows Instance Using the
EC2Config Service (p. 153).

If the instance uses RedHat drivers to access Xen virtualized hardware, upgrade to Citrix drivers
before you create an AMI. For more information, see Upgrading PV Drivers on Your Windows
AMI (p. 175).

(Optional) When the instance is set up the way you want it, it is best to stop the instance before you
create the AMI, to ensure data integrity. You can use EC2Config to stop the instance, or select the
instance in the Amazon EC2 console, click Actions, and then click Stop.
On the Instances page of the Amazon EC2 console, select your instance. Click Actions, and then
click Create Image.

Tip

If this option is disabled, your instance isn't an Amazon EBS-backed instance.
In the Create Image dialog box, specify a unique name and an optional description for the AMI (up
to 255 characters).
To add an Amazon EBS volume, click Add New Volume, and select EBS from the Type list. Fill in
the other information as required.
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When you launch an instance from your new AMI, these additional volumes are automatically attached
to the instance. Empty volumes must be formatted and mounted. Volumes based on a snapshot
must be mounted.

8. To add an instance store volume, click Add New Volume, and select | nst ance St or e from the
Type list. Fill in the other information as required.

When you launch an instance from your new AMI, these additional volumes are automatically initialized
and mounted. These volumes don't contain data from the instance store volumes of the running in-
stance from which you based your AMI.

9. Click Create Image to start creating the AMI.

To view the status of your AMI, go to the AMIs page. While your AMI is being created, its status is
pendi ng. It takes a few minutes to complete the AMI creation process. When the process has completed,
the status of your AMI is avai | abl e. If you go to the Snapshots page, you'll see that we created a
snapshot that's used to create the root device volume of any instance that you launch using your new
AMI.

When you are ready to delete your AMI and snapshot, see Deregistering Your AMI (p. 72).
To create an Amazon EBS-backed AMI from an instance using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

e create-image (AWS CLI)
e ec2-create-image (Amazon EC2 CLI)
¢ New-EC2Image (AWS Tools for Windows PowerShell)

Creating an Instance Store-Backed Windows

AMI

To create an instance store-backed Windows AMI, first launch and customize a Windows instance, then
bundle the instance, and register an AMI from the manifest that's created during the bundling process.

Important

The only Windows AMIs that can be backed by instance store are those for Windows Server
2003. Instance store-backed instances don't have the available disk space required for later
versions of Windows Server.

If you need to create an instance store-backed Linux AMI, see Creating an Instance Store-Backed Linux
AMI in the Amazon EC2 User Guide for Linux Instances.

The AMI creation process is different for Amazon EBS-backed AMIs. For more information about the
differences between Amazon EBS-backed and instance store-backed instances, and how to determine
the root device type for your instance, see Root Device Volume (p. 8). If you need to create an Amazon
EBS-backed Windows AMI, see Creating an Amazon EBS-Backed Windows AMI (p. 62).

Contents
¢ Instance Store-Backed Windows AMiIs (p. 65)
« Preparing to Create an Instance Store-Backed Windows AMI (p. 65)
¢ Bundling an Instance Store-Backed Windows Instance (p. 66)
¢ Registering an Instance Store-Backed Windows AMI (p. 67)
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Instance Store-Backed Windows AMIs

Instances launched from an AMI backed by instance store use an instance store volume as the root
device volume. The image of the root device volume of an instance store-backed AMI is initially stored
in Amazon S3. When an instance is launched using an instance store-backed AMI, the image of its root
device volume is copied from Amazon S3 to the root partition of the instance. The root device volume is
then used to boot the instance.

When you create an instance store-backed AMI, it must be uploaded to Amazon S3. Amazon S3 stores
data objects in buckets, which are similar in concept to directories. Buckets have globally uniqgue names
and are owned by uniqgue AWS accounts.

Bundling Process

The bundling process comprises the following tasks:

« Compress the image to minimize bandwidth usage and storage requirements.

¢ Encrypt and sign the compressed image to ensure confidentiality and authenticate the image against
its creator.

¢ Split the encrypted image into manageable parts for upload.

¢ Run Syspr ep to strip computer-specific information (for example, the MAC address and computer
name) from the Windows AMI to prepare it for virtualization.

¢ Create a manifest file that contains a list of the image parts with their checksums.

¢ Put all components of the AMI in the Amazon S3 bucket that you specify when making the bundle re-
quest.

Storage Volumes

It is important to remember the following details about the storage for your instance when you create an
instance store-backed AMI:

» The root device volume (C:) is automatically attached when a new instance is launched from your new
AMI. The data on any other instance store volumes is deleted when the instance is bundled.

¢ The instance store volumes other than the root device volume (for example, D:) are temporary and
should be used only for short-term storage.

* You can add Amazon EBS volumes to your instance store-based instance. Amazon EBS volumes are
stored within Amazon S3 buckets and remain intact when the instance is bundled. Therefore, we re-
commend that you store all the data that must persist on Amazon EBS volumes, not instance store
volumes.

For more information about Amazon EC2 storage options, see Storage (p. 360).

Preparing to Create an Instance Store-Backed
Windows AMI

When you create an AMI, you start by basing it on an instance. You can customize the instance to include
the data and software that you need. As a result, any instance that you launch from your AMI has everything
that you need.

To launch an instance store-backed Windows instance

1. Open the Amazon EC2 console.
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In the navigation pane, click AMIs. Select an instance store-backed AMI that is similar to the AMI
that you want to create. To view the instance store-backed Windows AMIs, select the following options
from the Filter lists: Public images, Instance store images, and then Windows.

You can select any public AMI that uses the version of Windows Server that you want for your AMI.
However, you must select an instance store-backed AMI; don't start with an Amazon EBS-backed
AMI.

Click Launch to launch an instance of the instance store-backed AMI that you've selected. Accept
the default values as you step through the wizard.

While the instance is running, connect to it and customize it. For example, you can perform any of
the following on your instance:

« Install software and applications.

e Copy data.

* Reduce start time by deleting temporary files, defragmenting your hard drive, and zeroing out free

space.

¢ Create a new user account and add it to the Administrators group.
Tip
If you are sharing your AMI, these credentials can be provided for RDP access without
disclosing your default Administrator password.

« Configure settings using EC2Config. For example, to generate a random password for your instance
when you launch it from this AMI, enable the Ec2SetPassword plugin; otherwise, the current Ad-
ministrator password is used. For more information, see Configuring a Windows Instance Using
the EC2Config Service (p. 153).

If the instance uses RedHat drivers to access Xen virtualized hardware, upgrade to Citrix drivers
before you create an AMI. For more information, see Upgrading PV Drivers on Your Windows
AMI (p. 175).

Bundling an Instance Store-Backed Windows In-
stance

Now that you've customized your instance, you can bundle the instance to create an AMI, using either
the AWS Management Console or the command line.

To bundle an instance store-backed Windows instance using the console

1.

Determine whether you'll use an existing Amazon S3 bucket for your new AMI or create a new one.
To create a new Amazon S3 bucket, use the following steps:

a. Open the Amazon S3 console.
b. Click Create Bucket.
c. Specify a name for the bucket and click Create.

Open the Amazon EC2 console.

In the navigation pane, click Instances. Right-click the instance you set up in the previous procedure,
and select Bundle Instance (instance store AMI).

In the Bundle Instance dialog box, fill in the requested information, and then click OK:

*« Amazon S3 bucket name: Specify the name of an S3 bucket that you own. The bundle files and
manifest will be stored in this bucket.
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*« Amazon S3 key name: Specify a prefix for the files that are generated by the bundle process.

The Bundle Instance dialog box confirms that the request to bundle the instance has succeeded,
and also provides the ID of the bundle task. Click Close.

To view the status of the bundle task, click Bundle Tasks in the navigation pane. The bundle task pro-
gresses through several states, including wai t i ng- f or - shut down, bundl i ng, and st ori ng. If the
bundle task can't be completed successfully, the status is f ai | ed.

To bundle an instance store-backed Windows instance using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ bundle-instance (AWS CLI)
¢ ec2-bundle-instance (Amazon EC2 CLI)
¢ New-EC2InstanceBundle (AWS Tools for Windows PowerShell)

Registering an Instance Store-Backed Windows
AMI

Finally, you must register your AMI so that Amazon EC2 can locate it and launch instances from it.

Your new AMI is stored in Amazon S3. You'll incur charges for this storage until you deregister the AMI
and delete the bundle in Amazon S3.

If you make any changes to the source AMI stored in Amazon S3, you must deregister and reregister the
AMI before the changes take effect.

To register an instance store-backed Windows AMI from the AMI page in the console

Open the Amazon EC2 console.

In the navigation pane, click AMIs. By default, the console displays the AMIs that you own.
Click Actions and select Register new AMI.

In the Register Image dialog box, provide the AMI Manifest Path and then click Register.

PN PE

To register an instance store-backed Windows AMI from the Bundle Tasks page in the
console

1. On the navigation pane, click Bundle Tasks.
2. Select the bundle task, and click Register as an AMI.
3. Addialog displays the AMI manifest path. Click Register, and then click Close in the confirmation

dialog box.
To register an instance store-backed Windows AMI using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ register-image (AWS CLI)
e ec2-register (Amazon EC2 CLI)
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» Register-EC2Image (AWS Tools for Windows PowerShell)

To view your new AMI, click AMIs in the navigation pane, and ensure the Owned by me filter option is
selected.

Copying an AMI

You can easily copy the Amazon Machine Images (AMIs) that you own to other AWS regions and scale
your applications to take advantage of AWS's geographically diverse regions.

Note

AMIs with encrypted volumes cannot be copied using the AWS Management Console. Instead,
you must copy each volume's snapshot to the target region and create a new AMI in that region
using the copied snapshots in the block device mappings.

Copying your AMIs provides the following benefits:

« Consistent global deployment: You can copy an AMI from one region to another, enabling you to launch
consistent instances based from the same AMI into different regions.

¢ Scalability: You can more easily design and build world-scale applications that meet the needs of your
users, regardless of their location.

¢ Performance: You can increase performance by distributing your application, as well as locating critical
components of your application in closer proximity to your users. You can also take advantage of region-
specific features, such as instance types or other AWS services.

¢ High availability: You can design and deploy applications across AWS regions, to increase availability.

AMI Copy

You can copy both Amazon EBS-backed AMIs and instance-store-backed AMIs. You can copy an AMI
to as many regions as you like. You can also copy an AMI to the same region. Each copy of an AMI results
in a new AMI with its own unique AMI ID. When you launch an instance from an AMI, we launch it into
the same region as the AMI you select, as shown in the following diagram.

- . Vs

‘ oY B l
__copy image
AMIL #1 AML #2 AML #3
launch instance launch instance launch instance
EC2 instance #1 EC2 instance #2 EC2 instance #3
L Region #1 ¢ Region #2  Region #3  ;

When you copy an AMI, the new AMI is fully independent of the source AMI; there is no link to the original
(source) AMI. You can modify the new AMI without affecting the source AMI. The reverse is also true:
you can modify the source AMI without affecting the new AMI. Therefore, if you make changes to the
source AMI and want those changes to be reflected in the AMI in the destination region, you must recopy
the source AMI to the destination region.
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We don't copy launch permissions, user-defined tags, or Amazon S3 bucket permissions from the source
AMI to the new AMI. After the copy operation is complete, you can apply launch permissions, user-defined
tags, and Amazon S3 bucket permissions to the new AMI. AMIs with encrypted volumes cannot be copied.

There are no charges for copying an AMI. However, standard storage and data transfer rates apply.

Copying an Amazon EC2 AMI

Prior to copying an AMI, you must ensure that the contents of the source AMI are updated to support
running in a different region. For example, you should update any database connection strings or similar
application configuration data to point to the appropriate resources. Otherwise, instances launched from
the new AMI in the destination region may still use the resources from the source region, which can impact
performance and cost.

You can copy an AMI using the AWS Management Console or the command line.
To copy an AMI using the console

Open the Amazon EC2 console.

From the navigation bar, select the region that contains the AMI to copy.

In the navigation pane, click AMIs.

Select the AMI to copy, click Actions, and then click Copy AMI. If your AMI has encrypted volumes,
see Copying an Amazon EC2 AMI with Encrypted Volumes (p. 70).

Note

AMIs with encrypted volumes cannot be copied using the AWS Management Console. In-
stead, you must copy each volume's snapshot to the target region and create a new AMI
in that region using the copied shapshots in the block device mappings.

PN PE

5. Inthe AMI Copy page, set the following fields, and then click Copy AMI:

» Destination region: Select the region to which you want to copy the AMI.
* Name: Specify a name for the new AMI.

» Description: By default, the description includes information about the source AMI so that you
can identify a copy from the original. You can change this description as necessary.

6. We display a confirmation page to let you know that the copy operation has been initiated and provide
you with the ID of the new AMI.

To check on the progress of the copy operation immediately, click the provided link to switch to the
destination region. To check on the progress later, click Done, and then when you are ready, use
the navigation pane to switch to the destination region.

The initial status of the destination AMI is pendi ng and the operation is complete when the status
isavai | abl e.
To copy an AMI using the command line

Copying an AMI from the command line requires that you specify both the source and destination regions.
You specify the source region using the - - sour ce-r egi on parameter. For the destination region, you
have two options:

» Use the - - r egi on parameter.
» Set an environmental variable. For more information, see Setting up the CLI Tools (Windows).
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You can copy an AMI using one of the following commands. For more information about these command
line interfaces, see Accessing Amazon EC2 (p. 3).

e copy-image (AWS CLI)
e ec2-copy-image (Amazon EC2 CLI)
* Copy-EC2Image (AWS Tools for Windows PowerShell)

Copying an Amazon EC2 AMI with Encrypted
Volumes

AMIs with encrypted volumes cannot be copied using the AWS Management Console. However, you can
manually copy the Amazon EBS volume snapshots from your source region to your destination region,
and then register a new AMI in the destination region with the copied snapshots. This will give you the
same end result as copying the AMI using the AWS Management Console. The following procedure
demonstrated how to do this with the AWS CLI, but you can also use the Amazon EC2 CLI or the SDK
tools if you prefer.

To copy an Amazon EC2AMI with encrypted volumes using the AWS CLI

1. Collect the needed information for the AMI you would like to copy with the describe-images command.
Take note of the following:

e VirtualizationType

e SriovNet Support

« Bl ockDevi ceMappi ngs, including the Snapshot I d, Vol uneType, and Encr ypt ed values
e Architecture

* Root Devi ceNane

C\> aws ec2 describe-inages --region us-west-2 --image-id am -1a2b3c4d
{
"l mages": [
{
"VirtualizationType": "hvni,
"Nanme": "ec2-encrypted-vol une-ani ",
"Hypervisor": "xen",

" SriovNet Support": "sinple",
"I magel d": "ami - 1a2b3c4d",

"State": "avail abl e",
"Bl ockDevi ceMappi ngs": [
{
"Devi ceNanme": "/dev/xvda",
"Ebs": {

"Del eteOnTerm nation": true,
"Snapshot1d": "snap-2345bcde",
"Vol uneSi ze": 8,

"Vol uneType": "gp2",
"Encrypted": false

"Devi ceNane": "/dev/sdb",
"Ebs": {
"Del eteOnTerm nation": false,
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"Snapshot1d": "snap-3456cdef",
"Vol uneSi ze": 100,

"Vol uneType": "gp2",
"Encrypted": false

}
b
{
"Devi ceNane": "/dev/sdc",
"Ebs": {
"Del eteOnTerm nation": false,
"Snapshot I d": "snap-abcd1234",
"Vol uneSi ze": 150,
"Vol uneType": "gp2",
"Encrypted": true
}
}

Architecture": "x86_64",

"I magelLocation": "012345678910/ ec2-encrypt ed-vol une-amni ",
"Root Devi ceType": "ebs",

"Ownerld": "012345678910",

"Root Devi ceName": "/dev/xvda",

"Public": fal se,

"I mageType": "nmachi ne",

"Description": "/dev/xvdc is encrypted"

Copy each Amazon EBS snapshot contained in the AMI to the destination region for your new AMI.
This can be done in the AWS Management Console or with the command line tools. It is helpful to
note in the snapshot description which device the snapshot is for. This will help you configure the
block device mapping on your new AMI later. The following command copies the snapshot associated
with / dev/ sdc on our AMI.

C\> aws ec2 copy-snapshot --source-region us-west-2 --source-snapshot-id
snap-abcdl1234 --destination-region us-east-1 --description "Copy of /dev/sdc
from am - 1a2b3c4d"

{
}

"Snapshot1d": "snap-4321ldcha"

Register your new AMI with the copied snapshots in the block device mapping and the information
you recorded earlier using the register-image command. For more information, see register-image.

C\> aws ec2 register-inage --region us-east-1 --nane "ny-copied-am " --
architecture x86_64 --root-devi ce-name /dev/xvda --bl ock-devi ce-mappi ngs
"[{\"Devi ceNarme\ ":\"/dev/xvda\",\"Ebs\": {\"Del eteOnTerm nation\":true,\"Snap
shot 1 d\":\"snap-5432edcb\",\" Vol uneType\":\"gp2\"}}, {\"Devi ce
Narme\":\"/dev/sdb\" ,\"Ebs\":{\"Del eteOnTerm nation\":fal se,\"Snapshot
Id\":\"snap-6543f edc\",\" Vol uneType\":\"gp2\"}}, {\"Device
Narme\":\"/dev/sdc\",\"Ebs\":{\"Del eteOnTerm nation\":fal se,\"Snapshot
Id\":\"snap-4321dcba\",\" Vol uneType\":\"gp2\"}}]" --virtualization-type
hvm - -sriov-net-support sinple

{
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"I magel d": "am - 1d2c3b4a"

4. (Optional) Run the describe-images command on your new AMI and compare it to the original to
ensure that everything is correct. If not, you can deregister the image, make your corrections, and
try registering the AMI again. For more information, see deregister-image.

Stopping a Pending AMI Copy Operation

You can stop a pending AMI copy using the AWS Management Console or the command line.
To stop an AMI copy operation using the console

Open the Amazon EC2 console.

From the navigation bar, select the destination region from the region selector.

In the navigation pane, click AMls.

Select the AMI you want to stop copying, click Actions, and then click Deregister.
When asked for confirmation, click Continue.

oA~ eDhdE

To stop an AMI copy operation using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

 deregister-image (AWS CLI)
¢ ec2-deregister (Amazon EC2 CLI)
e Unregister-EC2Image (AWS Tools for Windows PowerShell)

Deregistering Your AMI

You can deregister an AMI when you have finished using it. After you deregister an AMI, you can't use
it to launch new instances.

When you deregister an AMI, it doesn't affect any instances that you've already launched from the AMI.
You'll continue to incur usage costs for these instances. Therefore, if you are finished with these instances,
you should terminate them.

The procedure that you'll use to clean up your AMI depends on whether it is backed by Amazon EBS or
instance store.

Topics
¢ Cleaning Up Your Amazon EBS-Backed AMI (p. 72)
¢ Cleaning Up Your Instance Store-Backed AMI (p. 73)

Cleaning Up Your Amazon EBS-Backed AMI

When you deregister an Amazon EBS-backed AMI, it doesn't affect the snapshot that we created when
you created the AMI. You'll continue to incur usage costs for this snapshot in Amazon EBS. Therefore,
if you are finished with the snapshot, you should delete it.

APl Version 2014-09-01
72


http://docs.aws.amazon.com/cli/latest/reference/ec2/deregister-image.html
http://docs.aws.amazon.com/cli/latest/reference/ec2/deregister-image.html
http://docs.aws.amazon.com/AWSEC2/latest/CommandLineReference/ApiReference-cmd-DeregisterImage.html
http://docs.aws.amazon.com/powershell/latest/reference/items/Unregister-EC2Image.html

Amazon Elastic Compute Cloud User Guide for Microsoft
Windows
Cleaning Up Your Instance Store-Backed AMI

The following diagram illustrates the process for cleaning up your Amazon EBS-backed AMI.
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To clean up your Amazon EBS-backed AMI

1. Open the Amazon EC2 console.

2. Inthe navigation pane, click AMIs. Select the AMI, click Actions, and then click Deregister. When
prompted for confirmation, click Continue.

The AMI status is now unavai | abl e.

3. Inthe navigation pane, click Snapshots. Select the snapshot and click Delete Snapshot. When
prompted for confirmation, click Yes, Delete.

4. (Optional) If you are finished with an instance that you launched from the AMI, terminate it. In the
navigation pane, click Instances. Select the instance, click Actions, and then click Terminate. When
prompted for confirmation, click Yes, Terminate.

Cleaning Up Your Instance Store-Backed AMI

When you deregister an instance store-backed AMI, it doesn't affect the files that you uploaded to Amazon
S3 when you created the AMI. You'll continue to incur usage costs for these files in Amazon S3. Therefore,
if you are finished with these files, you should delete them.

The following diagram illustrates the process for cleaning up your instance store-backed AMI.
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To clean up your instance store-backed AMI

1. Deregister the AMI using the ec2-deregister command as follows.

ec2-deregister am _id

The AMI status is now unavai | abl e.
2. Delete the bundle using the ec2-delete-bundle command as follows.

ec2-del ete-bundl e -b nmyawsbucket/nyam -a your_access_key_id -s
your _secret_access_key -p i mage

3. (Optional) If you are finished with an instance that you launched from the AMI, you can terminate it
using the ec2-terminate-instances command as follows.

ec2-term nate-instances instance id

4. (Optional) If you are finished with the Amazon S3 bucket that you uploaded the bundle to, you can
delete the bucket. To delete an Amazon S3 bucket, open the Amazon S3 console, select the bucket,
click Actions, and then click Delete.

APl Version 2014-09-01
74


http://docs.aws.amazon.com/AWSEC2/latest/CommandLineReference/ApiReference-cmd-DeregisterImage.html
http://docs.aws.amazon.com/AWSEC2/latest/CommandLineReference/CLTRG-ami-delete-bundle.html
http://docs.aws.amazon.com/AWSEC2/latest/CommandLineReference/ApiReference-cmd-TerminateInstances.html

Amazon Elastic Compute Cloud User Guide for Microsoft
Windows
Instance Types

Amazon EC2 Instances

If you're new to Amazon EC2, see the following topics to get started:

¢ What Is Amazon EC2? (p. 1)

¢ Setting Up with Amazon EC2 (p. 14)

¢ Getting Started with Amazon EC2 Windows Instances (p. 20)
« Instance Lifecycle (p. 127)

Before you launch a production environment, you need to answer the following questions.

Q.What purchasing option best meets my needs?
Amazon EC2 supports On-Demand Instances (the default), Spot Instances, and Reserved Instances.
For more information, see Amazon EC2 Pricing.
Q.What instance type best meets my needs?
Amazon EC2 provides different instance types to enable you to choose the CPU, memory, storage,
and networking capacity that you need to run your applications. For more information, see Instance
Types (p. 75).
Q. Which type of root volume meets my needs?
Each instance is backed by Amazon EBS or backed by instance store. Select an AMI based on which
type of root volume you need. For more information, see Storage for the Root Device (p. 49).
Q.Would | benefit from using a virtual private cloud?
If you can launch instances in either EC2-Classic or EC2-VPC, you'll need to decide which platform

meets your needs. For more information, see Supported Platforms (p. 322) and Amazon EC2 and
Amazon Virtual Private Cloud (VPC) (p. 319).

Instance Types

When you launch an instance, the instance type that you specify determines the hardware of the host
computer used for your instance. Each instance type offers different compute, memory, and storage
capabilities. Select an instance type based on the requirements of the application or software that you
plan to run on your instance.

Amazon EC2 provides each instance with a consistent and predictable amount of CPU capacity, regardless
of its underlying hardware.
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Amazon EC2 dedicates some resources of the host computer, such as CPU, memory, and instance
storage, to a particular instance. Amazon EC2 shares other resources of the host computer, such as the
network and the disk subsystem, among instances. If each instance on a host computer tries to use as
much of one of these shared resources as possible, each receives an equal share of that resource.
However, when a resource is under-utilized, an instance can consume a higher share of that resource
while it's available.

Each instance type provides higher or lower minimum performance from a shared resource. For example,
instance types with high I/O performance have a larger allocation of shared resources. Allocating a larger
share of shared resources also reduces the variance of I/0O performance. For most applications, moderate
1/0 performance is more than enough. However, for applications that require greater or more consistent
1/0 performance, consider an instance type with higher 1/0 performance.

The maximum transmission unit (MTU) for an instance depends on its instance type. The following instance
types provide 9001 MTU (jumbo frames): CC2, C3, R3, CG1, CR1, G2, HS1, HI1, 12, T2, and M3. The
other instance types provide 1500 MTU (Ethernet v2 frames).

To obtain additional, dedicated capacity for Amazon EBS /O, you can launch some instance types as
Amazon EBS—optimized instances. For more information, see Amazon EBS—Optimized Instances (p. 94).

To optimize your instances for high performance computing (HPC) applications, you can launch some
instance types in a placement group. For more information, see Placement Groups (p. 95).

Available Instance Types

Amazon EC2 provides the current and previous generation instance types listed in the following tables.

There is a limit on the total number of instances that you can launch in a region, and there are additional
limits on some instance types. For more information, see How many instances can | run in Amazon EC2?

Current Generation Instances

For the best performance, we recommend that you use current generation instance types and HVM AMIs
when you launch new instances. For more information on current generation instance types, see the
Amazon EC2 Instances detail page.

Instance Family Current Generation Instance Types

General purpose t2.mcro|t2.small |t2. medi um|n8. nedi um| nB. | ar ge |
nB. x| ar ge | n8. 2x| ar ge

Compute optimized c3.large|c3.xlarge|c3. 2xl arge|c3. 4xl arge | c3. 8xl arge
Memory optimized r3.large|r3.xlarge|r3. 2xl arge|r 3. 4xl arge|r 3. 8xl arge
Storage optimized i2.xlarge|i2.2xlarge|i2.4xlarge|i2.8xlarge |

hs1. 8xl ar ge
GPU instances g2. 2xl arge

Previous Generation Instances

Amazon Web Services offers previous generation instances for users who have optimized their applications
around these instances and have yet to upgrade. We encourage you to use the latest generation of in-
stances to get the best performance, but we will continue to support these previous generation instances
after new instances launch. If you are currently using a previous generation instance and would like to
see which one would be a suitable upgrade, see Upgrade Paths.
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Instance Family Previous Generation Instance Types

General purpose nml. smal | | mL. nedi um| mL. | ar ge | ml. x| ar ge
Compute optimized cl. medi um|cl. xl arge | cc2. 8xl arge

Memory optimized nR. x| arge | nR2. 2xl arge | nR. 4xl arge | cr 1. 8xl ar ge
Storage optimized hi 1. 4xl ar ge

GPU instances cgl. 4xl ar ge

Micro instances tl.mcro

Hardware Specifications

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Details.

To determine which instance type best meets your needs, we recommend that you launch an instance
and use your own benchmark application. Because you pay by the instance hour, it's convenient and in-
expensive to test multiple instance types before making a decision. If your needs change, you can resize
your instance later on. For more information, see Resizing Your Instance (p. 97).

T2 Instances

T2 instances are designed to provide moderate baseline performance and the capability to burst to signi-
ficantly higher performance as required by your workload. They are intended for workloads that don't use
the full CPU often or consistently, but occasionally need to burst. T2 instances are well suited for general
purpose workloads, such as web servers, developer environments, and small databases. For more in-
formation about T2 instance pricing and additional hardware details, see Instance Type Details.

T2 instances are currently available in three instance sizes:t2. nmicro,t2. smal |, and t 2. mnedi um
Customers can launch T2 instances using the AWS management console, Amazon EC2 command line
interface, and the AWS SDKs. T2 instances are available as On-Demand or Reserved Instances, but
they cannot be purchased as Spot Instances. For more information, see Amazon EC2 Instance Purchasing
Options. T2 instance types are available as Amazon EBS-backed instances only.

Topics
¢ Hardware Specifications (p. 77)
e CPU Credits (p. 78)
¢ EC2-VPC-only Support (p. 79)
¢ HVM AMI Support (p. 80)
¢ Default T2 Instance Limits (p. 80)
¢ Monitoring Your CPU Credits (p. 80)

Hardware Specifications

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Details.
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CPU Credits

A CPU Credit provides the performance of a full CPU core for one minute. Traditional Amazon EC2 instance
types provide fixed performance, while T2 instances provide a baseline level of CPU performance with
the ability to burst above that baseline level. The baseline performance and ability to burst are governed
by CPU credits.

What is a CPU credit?

One CPU credit is equal to one vCPU running at 100% utilization for one minute. Other combinations of
VCPUSs, utilization, and time are also equal one CPU credit, such as one vCPU running at 50% utilization
for two minutes, or two vCPUs (on t2.medium instances, for example) running at 25% utilization for two
minutes.

How are CPU credits earned?

Each T2 instance starts with a healthy initial CPU credit balance and then continuously (at a millisecond-
level resolution) receives a set rate of CPU credits per hour, depending on instance size. The accounting
process for whether credits are accumulated or spent also happens at a millisecond-level resolution, so
you don't have to worry about overspending CPU credits; a short burst of CPU takes a small fraction of
a CPU credit.

When a T2 instance uses fewer CPU resources than its base performance level allows (such as when it
is idle), the unused CPU credits (or the difference between what was earned and what was spent) are
stored in the credit balance for up to 24 hours, building CPU credits for bursting. When your T2 instance
requires more CPU resources than its base performance level allows, it uses credits from the CPU
credit balance to burst up to 100% utilization. The more credits your T2 instance has for CPU resources,
the more time it can burst beyond its base performance level and the better it will perform when more
performance is needed.

The following table lists the initial CPU credit allocation received at launch, the rate at which CPU credits
are received, the baseline performance level as a percentage of a full core performance, and the maximum
CPU credit balance that an instance can accrue.

Instance type & CPU credits earned per hour Base Maximum CPU
e performance credit balance
(] (CPU utilization)

t2.mcro G| 6 10% 144

t2.smal | G 12 20% 288

t 2. medi um 6 24 40%** 576

* There are limits to how many of your T2 instances will launch or start with the initial credit, which by
default is set to 100 launches or starts per 24-hour period by region. If you'd like to increase this limit,
you can file a customer support limit increase request by using the Amazon EC2 Instance Request
Form.

** t 2. medi uminstances have two vCPUs. The base performance is an aggregate of the two vCPUs;
this can be 40% utilization on one vCPU, 20% each on two vCPUs, or any combination that does not
exceed 40%.

Thet2.microandt 2. small instance types launch with an initial balance of 30 CPU credits, and the
t 2. medi uminstance type launches with 60 CPU credits. This initial credit balance is designed to provide
a good startup experience. The maximum credit balance for an instance is equal to the number of CPU
credits received per hour times 24 hours. For example, at 2. mi cr o instance earns 6 CPU credits per
hour and can accumulate a maximum CPU credit balance of 144 CPU credits.
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Do CPU credits expire?

Yes. Unused credits (including the initial credit earned at launch time) expire 24 hours after they are

earned, and any expired credits are removed from the CPU credit balance at that time. Additionally, the
CPU credit balance for an instance does not persist between instance stops and starts; stopping an instance
causes it to lose its credit balance entirely, but when it restarts it will receive its initial credit balance again.

For example, ifat 2. snal | instance had a CPU utilization of 5% for the hour, it would have used 3 CPU
credits (5% of 60 minutes), but it would have earned 12 CPU credits during the hour, so the difference
of 9 CPU credits would be added to the CPU credit balance. Any CPU credits in the balance that reached
their 24 hour expiration date during that time (which could be as many as 12 credits if the instance was
completely idle 24 hours ago) would also be removed from the balance. If the amount of credits expired
is greater than those earned, the credit balance will go down; conversely, if the amount of credits expired
is fewer than those earned, the credit balance will go up.

What happens if | use all of my credits?

If your instance uses all of its CPU credit balance, performance remains at the baseline performance
level. If your instance is running low on credits, your instance’s CPU credit consumption (and therefore
CPU performance) is gradually lowered to the base performance level over a 15-minute interval, so you
will not experience a sharp performance drop-off when your CPU credits are depleted. If your instance
consistently uses all of its CPU credit balance, we recommend a larger T2 size or a fixed performance
instance type such as M3 or C3.

EC2-VPC-only Support

T2 instances must be launched into an Amazon Virtual Private Cloud (VPC); they are not supported on

the EC2-Classic platform. Amazon VPC enables you to launch AWS resources into a virtual network that
you've defined. You cannot change the instance type of an existing EC2-Classic instance to a T2 instance
type. For more information on EC2-Classic and EC2-VPC, see Supported Platforms (p. 322).

If your account supports EC2-Classic and you have not created any VPCs, you can do one of the following
to launch a T2 instance:

¢ Create a VPC, and launch your instance into it. For more information, see Getting Started with Amazon
VPC in the Amazon VPC Getting Started Guide.

¢ Launch a T2 instance using the launch wizard in the Amazon EC2 console. The wizard creates a
nondefault VPC in your account with the following attributes:

» A subnet in each Availability Zone. By default, the wizard selects the subnet in the first Availability
Zone in which to launch your instance. The public IP addressing attribute of each subnet is set to
t r ue so that instances launched into each subnet receive a public IP address. For more information,
see Modifying Your Subnet's Public IP Addressing Behavior in the Amazon VPC User Guide.

* An Internet gateway, and a main route table that routes the VPC's traffic to the Internet gateway.
This enables your VPC (and instances in your subnet) to communicate over the Internet. For more
information about Internet gateways, see Adding an Internet Gateway to Your VPC.

» Adefault network ACL associated with all subnets, and a default security group. For more information
about network ACLs, see Network ACLs. For more information about security groups, see Security
Groups for Your VPC.

If you are using the Amazon EC2 API, the Amazon EC2 CLI, or the AWS CLI, you must have a default
VPC in which to launch your T2 instance, or you must specify a subnet ID or network interface ID in the
request.

By launching an instance into a VPC, you can leverage a number of features that are available only on
the EC2-VPC platform; such as assigning multiple private IP addresses to your instances, or changing
your instances' security groups. For more information about the benefits of using a VPC, see Amazon
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EC2 and Amazon Virtual Private Cloud (VPC) (p. 319). You can take steps to migrate your resources from
EC2-Classic to EC2-VPC. For more information, see Migrating from EC2-Classic to a VPC (p. 324).

HVM AMI Support

T2 instances require HVM AMls.

Default T2 Instance Limits

We limit the number of each T2 instance type that you can run simultaneously to 20. If you need more
than 20 T2 instances, you can request more by using the Amazon EC2 Instance Request Form.

Monitoring Your CPU Credits

You can see the credit balance for each T2 instance presented in the Amazon EC2 per-instance metrics
of the CloudWatch console. T2 instances have two metrics, CPUCr edi t Usage and CPUCr edi t Bal ance.
The CPUCr edi t Usage metric indicates the number of CPU credits used during the measurement period.
The CPUCr edi t Bal ance metric indicates the number of unused CPU credits a T2 instance has earned.
This balance is depleted during burst time as CPU credits are spent more quickly than they are earned.

The following table describes the new available CloudWatch metrics; for more information on using these
metrics in CloudWatch, see View Amazon EC2 Metrics (p. 210).

Metric Description

CPUCr edi t Usage (Only valid for T2 instances) The number of CPU credits consumed
during the specified period.

This metric identifies the amount of time during which physical CPUs
were used for processing instructions by virtual CPUs allocated to
the instance.

Note
CPU Credit metrics are available at a 5 minute frequency.

Units: Count

CPUCr edi t Bal ance (Only valid for T2 instances) The number of CPU credits that an
instance has accumulated.

This metric is used to determine how long an instance can burst
beyond its baseline performance level at a given rate.

Note
CPU Credit metrics are available at a 5 minute frequency.

Units: Count

|2 Instances

12 instances are optimized to deliver tens of thousands of low-latency, random I/O operations per second
(IOPS) to applications. They are well suited for the following scenarios:

¢ NoSQL databases (for example, Cassandra and MongoDB)
¢ Clustered databases

¢ Online transaction processing (OLTP) systems

APl Version 2014-09-01
80


https://console.aws.amazon.com/support/home#/case/create?issueType=service-limit-increase&limitType=service-code-ec2-instances

Amazon Elastic Compute Cloud User Guide for Microsoft
Windows
12 Instances

You can cluster 12 instances in a placement group. Placement groups provide low latency and high-
bandwidth connectivity between the instances within a single Availability Zone. For more information, see
Placement Groups (p. 95).

You can enable enhanced networking capabilities for 12 instances. For more information, see Enabling
Enhanced Networking on Windows Instances in a VPC (p. 356).

Topics
¢ Hardware Specifications (p. 81)
¢ |2 Instance Limitations (p. 81)
¢ SSD Storage (p. 81)
¢ SSD I/O Performance (p. 81)

Hardware Specifications

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Details.

|12 Instance Limitations

We limit the number of 12 instances that you can run. If you need more 12 instances than the default limits
described in the following table, you can request more 12 instances using the Amazon EC2 Instance Re-
quest Form.

Instance Size Default Instance Limit
i 2.xl arge 8
i 2. 2xl ar ge 8
i 2. 4xl arge 4
i 2. 8xl arge 2

SSD Storage

The primary data storage for 12 instances is SSD-based instance storage. Like all instance storage, these
volumes persist only for the life of the instance. When you terminate an instance, the applications and
data in its instance store is erased. When you use an Amazon EBS-backed AMI, you can start and stop
your instance. However, when you stop an instance, the data stored in the Amazon EBS volume persists,
but data in the instance store volumes doesn't persist. We recommend that you regularly back up or
replicate the data you've stored in instance storage.

For more information about instance store volumes, see Amazon EC2 Instance Store (p. 413).

SSD I/0 Performance

As you fill the SSD-based instance storage for your instance, the number of write IOPS that you can
achieve decreases. This is due to the extra work the SSD controller must do to find available space, rewrite
existing data, and erase unused space so that it can be rewritten. This process of garbage collection
results in internal write amplification to the SSD, expressed as the ratio of SSD write operations to user
write operations. This decrease in performance is even larger if the write operations are not in multiples
of 4,096 bytes or not aligned to a 4,096-byte boundary. If you write a smaller amount of bytes or bytes
that are not aligned, the SSD controller must read the surrounding data and store the result in a new
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location. This pattern results in significantly increased write amplification, increased latency, and dramat-
ically reduced I/O performance.

SSD controllers can use several strategies to reduce the impact of write amplification. One such strategy
is to reserve space in the SSD instance storage so that the controller can more efficiently manage the
space available for write operations. This is called over-provisioning. The SSD-based instance store
volumes provided to an 12 instance don't have any space reserved for over-provisioning. To reduce write
amplification, you should leave 10% of the volume unpartitioned so that the SSD controller can use it for
over-provisioning. This decreases the storage that you can use, but increases performance.

Note
Windows instances do not yet support TRIM.

HI1l Instances

HI1 instances (hi 1. 4xI ar ge) can deliver tens of thousands of low-latency, random 1/O operations per
second (IOPS) to applications. They are well suited for the following scenarios:

¢ NoSQL databases (for example, Cassandra and MongoDB)
¢ Clustered databases

¢ Online transaction processing (OLTP) systems

You can cluster HI1 instances in a placement group. For more information, see Placement Groups (p. 95).

By default, you can run up to two hi 1. 4x| ar ge instances. If you need more than two hi 1. 4x| ar ge
instances, you can request more using the Amazon EC2 Instance Request Form.

Topics
« Hardware Specifications (p. 82)
¢ Disk 1/0 Performance (p. 82)
e SSD Storage (p. 82)

Hardware Specifications

The hi 1. 4xl ar ge instance type is based on solid-state drive (SSD) technology.

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Details.

Disk I/O Performance

HI1 Windows instances deliver approximately 90,000 4 KB random read IOPS and between 9,000 and
75,000 4 KB random write IOPS.

The maximum sequential throughput is approximately 2 GB read per second and 1.1 GB write per second.

SSD Storage

This section contains important information you need to know about SSD storage. With SSD storage:

¢ The primary data source is an instance store with SSD storage.
¢ Read performance is consistent and write performance can vary.
« Write amplification can occur.

¢ The TRIM command is not currently supported.
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Instance Store with SSD Storage

The hi 1. 4x| ar ge instances use an Amazon EBS-backed root device. However, their primary data
storage is provided by the SSD volumes in the instance store. Like other instance store volumes, these
instance store volumes persist only for the life of the instance. Because the root device of the hi 1. 4xI ar ge
instance is Amazon EBS-backed, you can still start and stop your instance. When you stop an instance,
your application persists, but your production data in the instance store does not persist. For more inform-
ation about instance store volumes, see Amazon EC2 Instance Store (p. 413).

Variable Write Performance

Write performance depends on how your applications utilize logical block addressing (LBA) space. If your
applications use the total LBA space, write performance can degrade by about 90 percent. Benchmark
your applications and monitor the queue depth (the number of pending I/0 requests for a volume) and
1/0 size.

Write Amplification

Write amplification refers to an undesirable condition associated with flash memory and SSDs, where
the actual amount of physical information written is a multiple of the logical amount intended to be written.
Because flash memory must be erased before it can be rewritten, the process to perform these operations
results in moving (or rewriting) user data and metadata more than once. This multiplying effect increases
the number of writes required over the life of the SSD, which shortens the time that it can reliably operate.
The hi 1. 4xI| ar ge instances are designed with a provisioning model intended to minimize write amplific-
ation.

Random writes have a much more severe impact on write amplification than serial writes. If you are
concerned about write amplification, allocate less than the full tebibyte of storage for your application
(also known as over provisioning).

The TRIM Command

The TRIM command enables the operating system to notify an SSD that blocks of previously saved data
are considered no longer in use. TRIM limits the impact of write amplification.

TRIM support is not available for HI1 instances. For TRIM support, use 12 instances. For more information,
see 12 Instances (p. 80).

HS1 Instances

HS1 instances (hs1. 8xl ar ge) provide very high storage density and high sequential read and write
performance per instance. They are well suited for the following scenarios:

¢ Data warehousing
¢ Hadoop/MapReduce

» Parallel file systems

You can cluster HS1 instances in a placement group. For more information, see Placement Groups (p. 95).

By default, you can run up to two HS1 instances. If you need more than two HS1 instances, you can request
more using the Amazon EC2 Instance Request Form.

Topics
e Hardware Specifications (p. 84)
¢ Storage Information (p. 84)
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Hardware Specifications

HS1 instances support both Amazon Elastic Block Store (Amazon EBS)-backed and instance store-
backed Amazon Machine Images (AMIs). HS1 instances support both paravirtual (PV) and hardware
virtual machine (HVM) AMls.

HS1 instances do not currently support Amazon EBS optimization, but provide high bandwidth networking
and can also be used with Provisioned IOPS (SSD) volumes for improved consistency and performance.

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Detalils.

Storage Information

This section contains important information you need to know about the storage used with HS1 instances.

Instance Store with HS1 Instances

HS1 instances support both instance store and Amazon EBS root device volumes. However, even when
using an Amazon EBS-backed instance, primary data storage is provided by the hard disk drives in the
instance store. Like other instance store volumes, these instance store volumes persist only for the life
of the instance. Therefore, when you stop an instance (when using an Amazon EBS-backed root volume),
your application persists, but your production data in the instance store does not persist. For more inform-
ation about instance store volumes, see Amazon EC2 Instance Store (p. 413).

Disk Initialization

If you plan to run an HS1 instance in a steady state for long periods of time, we recommend that you zero
the hard disks first for improved performance. This process can take as long as six hours to complete.

R3 Instances

R3 instances are optimized to deliver high memory performance and high sustainable bandwidth. They
are well suited for the following scenarios:

¢ Relational databases and NoSQL databases (for example, MongoDB)
¢ In-memory analytics
¢ Memcache/Redis applications (for example, Elasticache)

You can cluster R3 instances in a placement group. Placement groups provide low latency and high-
bandwidth connectivity between the instances within a single Availability Zone. For more information, see
Placement Groups (p. 95).

You can enable enhanced networking capabilities for R3 instances. For more information, see Enabling
Enhanced Networking on Windows Instances in a VPC (p. 356).

Topics
« Hardware Specifications (p. 85)
¢ HVM AMI Support (p. 85)
¢ Default R3 Instance Limits (p. 85)
e SSD Storage (p. 85)
¢ SSD 1I/O Performance (p. 85)
e TRIM Support (p. 85)
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Hardware Specifications

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Details.

HVM AMI Support

R3 instances have high-memory (up to 244 GiB of RAM), and require 64-bit operating systems to take
advantage of that capacity. HYM AMIs provide superior performance in comparison to paravirtual (PV)
AMis on high-memory instance types. For these reasons, R3 instances support 64-bit HYM AMIs only.
In addition, HYM AMis are required to leverage the benefits of enhanced networking.

Default R3 Instance Limits

We limit the number of R3 instances that you can run simultaneously. If you heed more R3 instances
than the default limits described in the following table, you can request more by using the Amazon EC2
Instance Request Form.

Instance Type Default Instance Limit
r3.large 20

r3. xl arge 20

r3. 2xl ar ge 20

r3. 4xl ar ge 10

r3. 8xl arge 5

SSD Storage

The primary data storage for R3 instances is SSD-based instance storage. Like all instance storage,
these volumes persist only for the life of the instance. When you terminate an instance, the applications
and data in its instance store are erased. When you use an Amazon EBS-backed AMI, you have the option
to stop your instance and restart it later; however, when you stop an instance, the data stored in the
Amazon EBS volumes persist, but data in the instance store volumes is lost. We recommend that you
regularly back up or replicate the data you've stored in instance storage.

For more information about instance store volumes, see Amazon EC2 Instance Store (p. 413).

SSD I/O Performance

The largest R3 instances (r 3. 8xl| ar ge) are capable of providing up to 150,000 4 kilobyte (KB) random
read IOPS and up to 130,000 4 KB random first write IOPS.

TRIM Support

Windows instances do not yet support TRIM.

GPU Instances

If you require high parallel processing capability, you'll benefit from using GPU instances, which provide
access to NVIDIA GPUs with up to 1,536 CUDA cores and 4 GB of video memory. You can use GPU
instances to accelerate many scientific, engineering, and rendering applications by leveraging the Compute
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Unified Device Architecture (CUDA) or OpenCL parallel computing frameworks. You can also use them
for graphics applications, including game streaming, 3-D application streaming, and other graphics
workloads.

GPU instances run as HVM-based instances. Hardware virtual machine (HVM) virtualization uses hardware-
assist technology provided by the AWS platform. With HVM virtualization, the guest VM runs as if it were
on a native hardware platform, except that it still uses paravirtual (PV) network and storage drivers for
improved performance. This enables Amazon EC2 to provide dedicated access to one or more discrete
GPUs in each GPU instance.

You can cluster GPU instances into a placement group. Placement groups provide low latency and high-
bandwidth connectivity between the instances within a single Availability Zone. For more information, see
Placement Groups (p. 95).

Topics
e Hardware Specifications (p. 86)
¢ GPU Instance Limitations (p. 86)
¢ AMls for GPU Instances (p. 86)
¢ Installing the NVIDIA Driver on Windows (p. 87)

Hardware Specifications

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Detalils.

GPU Instance Limitations

GPU instances currently have the following limitations:

¢ They aren't available in every region.
¢ They must be launched from HVM AMls.
¢ They can't access the GPU unless the NVIDIA drivers are installed.

* We limit the number of instances that you can run. For more information, see How many instances can
I runin Amazon EC2? in the Amazon EC2 FAQ. To request an increase in these limits, use the following
form: Request to Increase Amazon EC2 Instance Limit.

AMIs for GPU Instances

To help you get started, NVIDIA provides AMIs for GPU instances. These reference AMIs include the
NVIDIA driver, which enables full functionality and performance of the NVIDIA GPUs. For a list of AMIs
with the NVIDIA driver, see AWS Marketplace (NVIDIA GRID).

You can launch a CG1 instance using any HVM AMI.

You can launch a G2 instance using Windows Server 2012 and Windows Server 2008 R2 AMIs. If you
encounter the following error when launching a G2 instance, contact Customer Service or reach out
through the Amazon EC2 forum.

Client. UnsupportedQperation: |nstances of type 'g2.2xlarge' may not be | aunched
from AM <ami-id>.

After you launch a G2 instance, you can create your own AMI from the instance. However, if you create
a snapshot of the root volume of the instance, register it as an AMI, and then launch a G2 instance, you'll
getthe d i ent. Unsupport edOper at i on error. To launch a G2 instance from your own AMI, you must
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create the AMI from a G2 instance using the console (select the instance, click Actions, and then click
Create Image), create-image (AWS CLI), or ec2-create-image (Amazon EC2 CLI).

Installing the NVIDIA Driver on Windows

To install the NVIDIA driver on your Windows instance, log on to your instance as the administrator using
Remote Desktop. You can download NVIDIA drivers from http://www.nvidia.com/Download/Find.aspx.
Select a driver for the NVIDIA GRID K520 (G2 instances) or Tesla M-Class M2050 (CGL1 instances) for
your version of Windows Server. Open the folder where you downloaded the driver and double-click the
installation file to launch it. Follow the instructions to install the driver and reboot your instance as required.
To verify that the GPU is working properly, check Device Manager.

When using Remote Desktop, GPUs that use the WDDM driver model are replaced with a non-accelerated
Remote Desktop display driver. To access your GPU hardware, you must use a different remote access
tool, such as VNC. You can also use one of the GPU AMIs from the AWS Marketplace because they
provide remote access tools that support 3-D acceleration.

T1 Micro Instances

T1 Micro instances (t 1. mi cr o) provide a small amount of consistent CPU resources and allow you to
increase CPU capacity in short bursts when additional cycles are available. They are well suited for lower
throughput applications and websites that require additional compute cycles periodically.

Note

The t 1. mi cr o is a previous generation instance and it has been replaced by the t 2. mi cr o,
which has a much better performance profile. We recommend using the t 2. ni cr o instance
type instead of the t 1. mi cr 0. For more information, see T2 Instances (p. 77).

The t 1. mi cr o instance is available as an Amazon EBS-backed instance only.

This documentation describes how t 1. ni cr o instances work so that you can understand how to apply
them. It's not our intent to specify exact behavior, but to give you visibility into the instance's behavior so
you can understand its performance.

Topics
¢ Hardware Specifications (p. 87)
« Optimal Application of T1 Micro Instances (p. 87)
¢ Available CPU Resources During Spikes (p. 89)
¢ When the Instance Uses Its Allotted Resources (p. 90)
¢ Comparison with the m1l.small Instance Type (p. 91)
¢ AMI Optimization for Micro Instances (p. 93)

Hardware Specifications

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Details.

Optimal Application of T1 Micro Instances

At 1. m croinstance provides spiky CPU resources for workloads that have a CPU usage profile similar
to what is shown in the following figure.
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CPU Usage

Time

The instance is designed to operate with its CPU usage at essentially only two levels: the normal low
background level, and then at brief spiked levels much higher than the background level. We allow the
instance to operate at up to 2 EC2 compute units (ECUs) (one ECU provides the equivalent CPU capacity
of a 1.0-1.2 GHz 2007 Opteron or 2007 Xeon processor). The ratio between the maximum level and the
background level is designed to be large. We designed t 1. mi cr o instances to support tens of requests
per minute on your application. However, actual performance can vary significantly depending on the
amount of CPU resources required for each request on your application.

Your application might have a different CPU usage profile than that described in the preceding section.
The next figure shows the profile for an application that isn't appropriate forat 1. mi cr o instance. The
application requires continuous data-crunching CPU resources for each request, resulting in plateaus of
CPU usage that the t 1. mi cr o instance isn't designed to handle.

CPU Usage

Time

The next figure shows another profile that isn't appropriate for at 1. mi cr o instance. Here the spikes in
CPU use are brief, but they occur too frequently to be serviced by a micro instance.
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CPU Usage

Time

The next figure shows another profile that isn't appropriate for at 1. m cr o instance. Here the spikes
aren't too frequent, but the background level between spikes is too high to be serviced by at 1. mi cro

instance.

CPU Usage

Time

In each of the preceding cases of workloads not appropriate for at 1. mi cr o instance, we recommend
that you consider using a different instance type. For more information about instance types, see Instance

Types (p. 75).
Available CPU Resources During Spikes

When your instance bursts to accommodate a spike in demand for compute resources, it uses unused
resources on the host. The amount available depends on how much contention there is when the spike
occurs. The instance is never left with zero CPU resources, whether other instances on the host are

spiking or not.
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When the Instance Uses Its Allotted Resources

We expect your application to consume only a certain amount of CPU resources in a period of time. If
the application consumes more than your instance's allotted CPU resources, we temporarily limit the in-
stance so it operates at a low CPU level. If your instance continues to use all of its allotted resources, its
performance will degrade. We will increase the time that we limit its CPU level, thus increasing the time
before the instance is allowed to burst again.

If you enable CloudWatch monitoring for your t 1. mi cr o instance, you can use the "Avg CPU Utilization"
graph in the AWS Management Console to determine whether your instance is regularly using all its al-
lotted CPU resources. We recommend that you look at the maximum value reached during each given
period. If the maximum value is 100%, we recommend that you use Auto Scaling to scale out (with addi-
tionalt 1. m cr o instances and a load balancer), or move to a larger instance type. For more information,
see the Auto Scaling Developer Guide.

The following figures show the three suboptimal profiles from the preceding section and what it might
look like when the instance consumes its allotted resources and we have to limit its CPU level. If the in-
stance consumes its allotted resources, we restrict it to the low background level.

The next figure shows the situation with the long plateaus of data-crunching CPU usage. The CPU hits
the maximum allowed level and stays there until the instance's allotted resources are consumed for the
period. At that point, we limit the instance to operate at the low background level, and it operates there
until we allow it to burst above that level again. The instance again stays there until the allotted resources
are consumed and we limit it again (not seen on the graph).
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The next figure shows the situation where the requests are too frequent. The instance uses its allotted
resources after only a few requests and so we limit it. After we lift the restriction, the instance maxes out
its CPU usage trying to keep up with the requests, and we limit it again.
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The next figure shows the situation where the background level is too high. Notice that the instance
doesn't have to be operating at the maximum CPU level for us to limit it. We limit the instance when it's
operating above the normal background level and has consumed its allotted resources for the given
period. In this case (as in the preceding one), the instance can't keep up with the work, and we limit it

again.
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Comparison with the ml.small Instance Type

The t 1. mi cr o instance provides different levels of CPU resources at different times (up to 2 ECUs). By
comparison, the mL. smal | instance type provides 1 ECU at all times. The following figure illustrates the

difference.
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__________ t1.micro: Max CPU Level

m1.small: Fixed CPU Level

CPU Usage

—————————— t1.micro: Background CPU Level

Time

The following figures compare the CPU usage of at 1. mi cr o instance with an mlL. snal | instance for
the various scenarios we've discussed in the preceding sections.

The first figure that follows shows an optimal scenario for at 1. mi cr o instance (the left graph) and how
it might look foran mL. smal | instance (the right graph). In this case, we don't need to limitthe t 1. mi cr o
instance. The processing time on the niL. smal | instance would be longer for each spike in CPU demand

compared to the t 1. mi cr o instance.

t1.micro Max -

m1.small

CPU Usage

t1.micro d__= __ ___Bn.___B __
Background

The next figure shows the scenario with the data-crunching requests that used up the allotted resources
on thet 1. m cro instance, and how they might look with the niL.. smal | instance.
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The next figure shows the frequent requests that used up the allotted resources onthe t 1. ni cr o instance,
and how they might look on the ni.. snmal | instance.
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The next figure shows the situation where the background level used up the allotted resources on the
t 1. mi cr o instance, and how it might look on the mlL. smal | instance.
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AMI Optimization for Micro Instances

We recommend that you follow these best practices when optimizing an AMI for the t 1. m cr o instance
type:

¢ Design the AMI to run on 600 MB of RAM

« Limit the number of recurring processes that use CPU time (for example, cron jobs, daemons)

When you perform significant AMI or instance configuration changes (for example, enable server roles
or install large applications), you might see limited instance performance, because these changes can
be memory intensive and require long-running CPU resources. We recommend that you first use a larger
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instance type when performing these changes to the AMI, and then run the AMIonat 1. m cr o instance
for normal operations.

Amazon EBS-Optimized Instances

An Amazon EBS-optimized instance uses an optimized configuration stack and provides additional,
dedicated capacity for Amazon Elastic Block Store (EBS) I/O. This optimization provides the best perform-
ance for your Amazon EBS volumes by minimizing contention between Amazon EBS I/O and other traffic
from your instance.

When you use an Amazon EBS-optimized instance, you pay an additional low, hourly fee for the dedicated
capacity. For more detailed pricing information, see EBS-optimized Instances on the Amazon EC2 Pricing
detail page.

Amazon EBS-optimized instances deliver dedicated throughput to Amazon EBS, with options between
500 Mbps and 2,000 Mbps, depending on the instance type you use. When attached to an Amazon
EBS-optimized instance, General Purpose (SSD) volumes are designed to deliver within 10 percent of
their of the baseline and burst performance 99.9 percent of the time in a given year, and Provisioned
IOPS (SSD) volumes are designed to deliver within 10 percent of their provisioned performance 99.9
percent of the time in a given year. For more information, see Amazon EBS Volume Types (p. 365).

The following table shows which instance types are available to be launched as EBS-optimized, the
dedicated throughput to Amazon EBS, the maximum amount of IOPS the instance can support if you are
using a 16 KB 1/O size, and the approximate maximum bandwidth available on that connection in MB/s.
Be sure to choose an EBS-optimized instance that provides more dedicated EBS throughput than your
application needs; otherwise, the EBS to EC2 connection will become a performance bottleneck.

Instance Dedicated EBS Throughput Max 16K IOPS** Max
Type (Mbps)* Bandwidth
(MB/s)**
cl. xl arge | 1,000 8,000 125
c3. xl arge | 500 4,000 62.5
c3.2xl arge | 1,000 8,000 125
c3. 4xl arge | 2,000 16,000 250
g2. 2xl arge | 1,000 8,000 125
i 2. xl arge | 500 4,000 62.5
i 2.2xl arge | 1,000 8,000 125
i 2.4xl arge | 2,000 16,000 250
mL. | arge | 500 4,000 62.5
ml. x| arge | 1,000 8,000 125
n2. 2xl ar ge | 500 4,000 62.5
n2. 4xl arge | 1,000 8,000 125
nB. x| ar ge | 500 4,000 62.5
n8. 2xl arge | 1,000 8,000 125
r3. xl arge | 500 4,000 62.5
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Instance Dedicated EBS Throughput Max 16K IOPS** Max

Type (Mbps)* Bandwidth
(MB/s)**

r3.2xl arge | 1,000 8,000 125

r3. 4xl arge | 2,000 16,000 250

To launch an Amazon EBS-optimized instance, select the Launch as EBS-optimized instance option
in the launch wizard. If the instance type that you've selected can't be launched as an Amazon EBS—op-
timized instance, this option is not available.

To launch an Amazon EBS-optimized instance using the AWS CLI, use the run-instances command with
the - - ebs- opt i m zed option.

To launch an Amazon EBS-optimized instance using Amazon EC2 CLlI, use the ec2-run-instances
command with the - - ebs- opt i m zed option.

Placement Groups

A placement group is a logical grouping of instances within a single Availability Zone. Using placement

groups enables applications to participate in a low-latency, 10 Gbps network. Placement groups are re-
commended for applications that benefit from low network latency, high network throughput, or both. To
provide the lowest latency, and the highest packet-per-second network performance for your placement
group, choose an instance type that supports enhanced networking. For more information, see Enhanced
Networking (p. 356).

First, you create a placement group and then you launch multiple instances into the placement group.
We recommend that you launch the number of instances that you need in the placement group in a single
launch request and that you use the same instance type for all instances in the placement group. If you
try to add more instances to the placement group later, or if you try to launch more than one instance
type in the placement group, you increase your chances of getting an insufficient capacity error.

If you stop an instance in a placement group and then start it again, it still runs in the placement group.
However, the start fails if there isn't enough capacity for the instance.

If you receive a capacity error when launching an instance in a placement group, stop and restart the in-
stances in the placement group, and then try the launch again.

Topics
¢ Placement Group Limitations (p. 95)
¢ Launching Instances into a Placement Group (p. 96)
¢ Deleting a Placement Group (p. 97)

Placement Group Limitations

Placement groups have the following limitations:

¢ A placement group can't span multiple Availability Zones.
* The name you specify for a placement group a hame must be unique within your AWS account.
¢ The following are the only instance types that you can use when you launch an instance into a placement
group:
* Compute optimized: c3. | arge | ¢3. xl arge | ¢3. 2xl arge | ¢3. 4xl arge | c3. 8xl arge |
cc2. 8xl arge
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e GPU:cgl. 4xl arge | g2. 2xl arge

* Memory optimized: cr 1. 8xl arge |r3.large |r3. xl arge | r3. 2xl arge | r 3. 4xl ar ge |
r 3. 8xl arge

» Storage optimized: hi 1. 4xl arge | hs1. 8xl arge |i 2. xl arge | i 2. 2xl arge | i 2. 4x] arge |
i 2. 8xl arge

¢ Although launching multiple instance types into a placement group is possible, this reduces the likelihood
that the required capacity will be available for your launch to succeed. We recommend using the same
instance type for all instances in a placement group.

¢ You can't merge placement groups. Instead, you must terminate the instances in one placement group,
and then relaunch those instances into the other placement group.

« A placement group can span peered VPCs; however, you will not get full-bisection bandwidth between
instances in peered VPCs. For more information about VPC peering connections, see VPC Peering in
the Amazon VPC User Guide.

¢ You can't move an existing instance into a placement group. You can create an AMI from your existing
instance, and then launch a new instance from the AMI into a placement group.

Launching Instances into a Placement Group

We suggest that you create an AMI specifically for the instances that you'll launch into a placement group.

To launch an instance into a placement group using the console

1. Open the Amazon EC2 console.
2. Create an AMI for your instances.

a.

From the Amazon EC2 dashboard, click Launch Instance. After you complete the wizard, click
Launch.

Connect to your instance. (For more information, see Connecting to Your Windows Instance
Using RDP (p. 139).)

Install software and applications on the instance, copy data, or attach additional Amazon EBS
volumes.

(Optional) If your instance type supports enhanced networking, ensure that this feature is enabled
by following the procedures in Enabling Enhanced Networking on Windows Instances in a
VPC (p. 356).

In the navigation pane, click Instances, select your instance, click Actions, and then click
Create Image. Provide the information requested by the Create Image dialog box, and then
click Create Image.

(Optional) You can terminate this instance if you have no further use for it.

3. Create a placement group.

a.

In the navigation pane, click Placement Groups.
Click Create Placement Group.

In the Create Placement Group dialog box, provide a name for the placement group that is
unique in the AWS account you're using, and then click Create.

When the status of the placement group is avai | abl e, you can launch instances into the
placement group.

4. Launch your instances into the placement group.

a.

In the navigation pane, click Instances.
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b. Click Launch Instance. Complete the wizard as directed, taking care to select the following:

e The AMI that you created
» The number of instances that you'll need
» The placement group that you created

To create a placement group using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

e create-placement-group (AWS CLI)
e ec2-create-placement-group (Amazon EC2 CLI)
¢ New-EC2PlacementGroup (AWS Tools for Windows PowerShell)

If you prefer, you can use the ec2-create-image command to create your AMI, the ec2-create-placement-
group command to create your placement group, and use the ec2-run-instances command to launch an
instance into the placement group.

Deleting a Placement Group

You can delete a placement group if you need to replace it or no longer need a placement group. Before
you can delete your placement group, you must terminate all instances that you launched into the
placement group.

To delete a placement group using the console

1. Open the Amazon EC2 console.
2. In the navigation pane, click Instances.

3. Select and terminate all instances in the placement group. (You can verify that the instance is in a
placement group before you terminate it by checking the value of Placement Group in the details
pane.)

4. Inthe navigation pane, click Placement Groups.
5. Select the placement group, and then click Delete Placement Group.
6. When prompted for confirmation, click Yes, Delete.

To delete a placement group using the command line

You can use one of the following sets of commands. For more information about these command line
interfaces, see Accessing Amazon EC2 (p. 3).

¢ terminate-instances and delete-placement-group (AWS CLI)
¢ ec2-terminate-instances and ec2-delete-placement-group (Amazon EC2 CLI)
¢ Stop-EC2Instance and Remove-EC2PlacementGroup(AWS Tools for Windows PowerShell)

Resizing Your Instance

As your needs change, you might find that your instance is over-utilized (the instance type is too small)
or under-utilized (the instance type is too large). If this is the case, you can change the size of your instance.
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For example, if your t 1. m cr o instance is too small for its workload, you can change it to an niL. smal |
instance.

The process for resizing an instance varies depends on the type of its root device volume, as follows:

« If the root device for your instance is an Amazon EBS volume, you can easily resize your instance by
changing its instance type.

« If the root device for your instance is an instance store volume, you must migrate to a new instance.

To determine the root device type of your instance, open the Amazon EC2 console, click Instances, select
the instance, and check the value of Root device type in the details pane. The value is either ebs or
i nstance store.

For more information about root device volumes, see Storage for the Root Device (p. 49).

Topics
¢ Limitations for Resizing Instances (p. 98)
¢ Resizing an Amazon EBS-backed Instance (p. 98)
¢ Resizing an Instance Store-backed Instance (p. 99)

Limitations for Resizing Instances

T2 instances must be launched into a VPC using HVM AMIs; they are not supported on the EC2-Classic
platform and they do not support PV AMls. If your account supports EC2-Classic and you have not created
any VPCs, you cannot change your instance type to T2 in the console. If your instance uses HVM virtual-
ization and it was launched into a VPC, then you can resize that instance to a T2 instance. For more in-
formation, see T2 Instances (p. 77).

All Amazon EC2 instance types support 64-bit AMIs, but only the following instance types support 32-bit
AMiIs:t1l. mcro,t2. micro,t2.small,tl. mcro,m. snmall, m. nedi umand cl. medi um If you
are resizing a 32-bit instance, you are limited to these instance types.

You cannot add instance store volumes when you resize your instance; instance store volumes may only
be added at launch time. If you want to add instance store volumes, consider creating an AMI from your
instance and launching a new instance from that AMI with instance store volumes. For more information,
see Amazon EC2 Instance Store (p. 413).

Resizing an Amazon EBS-backed Instance

You must stop your Amazon EBS-backed instance before you can change its instance type. When you
stop and start an instance, we move it to new hardware. If the instance is running in EC2-Classic, we
give it new public and private IP addresses, and disassociate any Elastic IP address that's associated
with the instance. Therefore, to ensure that your users can continue to use the applications that you're
hosting on your instance uninterrupted, you must re-associate any Elastic IP address after you restart
your instance. For more information, see Stop and Start Your Instance (p. 141).

Use the following procedure to resize an Amazon EBS—backed instance using the AWS Management
Console.

To resize an Amazon EBS—backed instance

1. Open the Amazon EC2 console.
2. Inthe navigation pane, click Instances, and select the instance.

3. [EC2-Classic] If the instance has an associated Elastic IP address, write down the Elastic IP address
and the instance ID shown in the details pane.
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10.

Click Actions, and then click Stop.
In the confirmation dialog box, click Yes, Stop. It can take a few minutes for the instance to stop.

[EC2-Classic] When the instance state becomes st opped, the Elastic IP, Public DNS, Private
DNS, and Private IPs fields in the details pane are blank to indicate that the old values are no longer
associated with the instance.

With the instance still selected, click Actions, and then click Change Instance Type. Note that this
action is disabled if the instance state is not st opped.

In the Change Instance Type dialog box, in the Instance Type list, select the type of instance that
you need, and then click Apply.

To restart the stopped instance, select the instance, click Actions, and then click Start.

In the confirmation dialog box, click Yes, Start. It can take a few minutes for the instance to enter
the r unni ng state.

[EC2-Classic] When the instance state is r unni ng, the Public DNS, Private DNS, and Private IPs
fields in the details pane contain the new values that we assigned to the instance.

[EC2-Classic] If your instance had an associated Elastic IP address, you must reassociate it as follows:

In the navigation pane, click Elastic IPs.
Select the Elastic IP address that you wrote down before you stopped the instance.
Click Associate Address.

Select the instance ID that you wrote down before you stopped the instance, and then click
Associate.

aoop

Resizing an Instance Store-backed Instance

You can create an image from your current instance, launch a new instance from this image with the in-
stance type you need, and then terminate the original instance that you no longer need. To ensure that
your users can continue to use the applications that you're hosting on your instance uninterrupted, you
must take any Elastic IP address that you've associated with your current instance and associate it with
the new instance.

To resize an instance store-backed instance

1.

(Optional) If the instance you are resizing has an associated Elastic IP address, record the Elastic

IP address now so that you can associate it with the resized instance later.

Create an AMI from your instance store-backed instance by satisfying the prerequisites and following
the procedures in Creating an Instance Store-Backed Windows AMI (p. 64). When you are finished
creating a new AMI from your instance, return to this procedure.

Open the Amazon EC2 console and in the navigation pane, select AMIs. From the filter lists, select
Owned by me, and select the image you created in the previous step. Notice that AMI Name is the
name that you specified when you registered the image and Source is your Amazon S3 bucket.

Note
If you do not see the AMI that you created in the previous step, make sure that the console
displays the region that you created your AMI in.

Click Launch. When you specify options in the launch wizard, be sure to specify the new instance
type that you need. It can take a few minutes for the instance to enter the r unni ng state.

(Optional) If the instance that you started with had an associated Elastic IP address, you must asso-
ciate it with the new instance as follows:

a. Inthe navigation pane, click Elastic IPs.
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b. Select the Elastic IP address that you recorded at the beginning of this procedure.
c. Click Associate Address.
d. Select the instance ID of the new instance, and then click Associate.

(Optional) You can terminate the instance that you started with, if it's no longer needed. Select the
instance and check its instance ID against the instance ID that you wrote down at the beginning of
this procedure to verify that you are terminating the correct instance. Click Actions, and then click
Terminate.
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Instance Metadata and User Data

Instance metadata is data about your instance that you can use to configure or manage the running in-
stance. Instance metadata is divided into categories. For more information, see Instance Metadata Cat-
egories (p. 104).

EC2 instances can also include dynamic data, such as an instance identity document that is generated
when the instance is launched. For more information, see Dynamic Data Categories (p. 108).

You can also access the user data that you supplied when launching your instance. For example, you
can specify parameters for configuring your instance, or attach a simple script. You can also use this data
to build more generic AMIs that can be modified by configuration files supplied at launch time. For example,
if you run web servers for various small businesses, they can all use the same AMI and retrieve their
content from the Amazon S3 bucket you specify in the user data at launch. To add a new customer at
any time, simply create a bucket for the customer, add their content, and launch your AMI. If you launch
more than one instance at the same time, the user data is available to all instances in that reservation.

Because you can access instance metadata and user data from within your running instance, you do not
need to use the Amazon EC2 console or the CLI tools. This can be helpful when you're writing scripts to
run from within your instance. For example, you can access your instance's local IP address from within
the running instance to manage a connection to an external application.

Important

Although you can only access instance metadata and user data from within the instance itself,
the data is not protected by cryptographic methods. Anyone who can access the instance can
view its metadata. Therefore, you should take suitable precautions to protect sensitive data (such
as long-lived encryption keys). You should not store sensitive data, such as passwords, as user
data.

For more information about adding user data when you launch an instance, see Launching an In-
stance (p. 131).You can add or modify user data on Amazon EBS-backed instances when they're stopped.
For more information about adding user data to a stopped instance, see Modifying a Stopped In-
stance (p. 143).

When you are adding user data, take note of the following:

¢ User data is treated as opaque data: what you give is what you get back. It is up to the instance to be
able to interpret it.

¢ User data is limited to 16 KB. This limit applies to the data in raw form, not base64-encoded form.

¢ User data must be base64-encoded before being submitted to the API. The APl command line tools
perform the base64 encoding for you. The data is decoded before being presented to the instance. For
more information about base64 encodings, go to http://tools.ietf.org/html/rfc4648.

Topics
¢ Retrieving Instance Metadata (p. 101)
¢ Retrieving User Data (p. 103)
¢ Retrieving Dynamic Data (p. 104)
¢ Instance Metadata Categories (p. 104)

Retrieving Instance Metadata

To view all categories of instance metadata from within a running instance, use the following URI:
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http://169.254. 169. 254/ | at est / met a- dat a/

Note that you are not billed for HTTP requests used to retrieve instance metadata and user data.

You can install a tool such as GNU Wget or cURL to retrieve instance metadata at the command line, or
you can copy and paste the URI into a browser. If you do not want to install any third-party tools, you can
use PowerShell cmdlets to retrieve the URI. For example, if you are running version 3.0 or later of
PowerShell, use the following cmdlet:

PS C\> invoke-restmethod -uri http://169.254. 169. 254/ at est/ net a- dat a/

Important

If you do install a third-party tool on a Windows instance, ensure that you read the accompanying
documentation carefully, as the method of calling the HTTP and the output format might be dif-
ferent from what is documented here.

All metadata is returned as text (content type text/plain). A request for a specific metadata resource returns
the appropriate value, or a 404 - Not Found HTTP error code if the resource is not available.

A request for a general metadata resource (the URI ends with a /) returns a list of available resources,
ora404 - Not Found HTTP error code if there is no such resource. The list items are on separate
lines, terminated by line feeds (ASCII 10).

Examples of Retrieving Instance Metadata

This example gets the available versions of the instance metadata. These versions do not necessarily
correlate with an Amazon EC2 API version. The earlier versions are available to you in case you have
scripts that rely on the structure and information present in a previous version.

C\> curl http://169.254.169. 254/
1.0
2007-01-19
2007-03-01
2007-08- 29
2007-10- 10
2007-12-15
2008- 02-01
2008- 09-01
2009- 04- 04
2011-01-01
2011-05-01
2012-01-12
2014-02- 25
| at est

This example gets the top-level metadata items. Some items are only available for instances in a VPC.
For more information about each of these items, see Instance Metadata Categories (p. 104).

C\> curl http://169.254.169. 254/ | at est/ net a- dat a/
am -id

am - | aunch-i ndex

am - mani f est-path

bl ock- devi ce- mappi ng/

host nane

i nstance-action
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instance-id

i nstance-type
kernel -i d

| ocal - host nane
| ocal -i pv4

mac

net wor k/

pl acenent/

publ i c- host nane
public-ipv4d
publ i c- keys/
reservation-id
security-groups
services/

These examples get the value of some of the metadata items from the preceding example.

C\> curl http://169.254.169. 254/ | atest/neta-data/am -id
am - 2bb65342

C\> curl http://169.254.169. 254/ | atest/ nmet a-dat a/reservation-id
r-feab54097

C\> curl http://169.254.169. 254/ at est/ et a- dat a/ host nane
ec2-203-0-113-25. conput e- 1. anazonaws. com

This example shows the information available for a specific network interface (indicated by the MAC ad-
dress) on an NAT instance in the EC2-Classic platform.

C\> curl http://169.254.169. 254/ at est/ et a- dat a/ network/i nter
faces/ macs/ 02: 29: 96: 8f : 6a: 2d/

devi ce- nunber

| ocal - host nane

| ocal -i pv4s

mac
owner-id

publ i c- host nane
public-ipv4s

This example gets the subnet ID for an instance launched into a VPC.

C\> curl http://169.254.169. 254/ at est/ et a- dat a/ network/ i nter
faces/ macs/ 02: 29: 96: 8f: 6a: 2d/ subnet-i d
subnet - be9b61d7

Retrieving User Data

To retrieve user data, use the following URI:

http://169.254. 169. 254/ | at est/ user-dat a
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Requests for user data returns the data as it is (content type application/x-octetstream).

This shows an example of returning comma-separated user data.

C\> curl http://169.254.169. 254/ | atest/ user-data
1234, j ohn,reboot,true | 4512,richard, | 173,,,

This shows an example of returning line-separated user data.

C\> curl http://169.254.169. 254/ | at est/ user-data
[ general]
i nstances: 4

[i nstance- 0]
s3- bucket: <user_nane>

[instance- 1]
reboot-on-error: yes

Retrieving Dynamic Data

To retrieve dynamic data from within a running instance, use the following URI:

http://169. 254. 169. 254/ | at est/ dynami c/

This example shows how to retrieve the high-level instance identity categories:

C\> curl http://169.254.169.254//| atest/dynam c/i nstance-identity/
pkcs7

signature

docunent

Instance Metadata Categories

The following table lists the categories of instance metadata.

Data Description Version Introduced
am -id The AMI ID used to launch the 1.0

instance.
am - | aunch-i ndex If you started more than one instance | 1.0

at the same time, this value indicates
the order in which the instance was
launched. The value of the first instance
launched is 0.

am -mani fest-path The path to the AMI's manifest filein | 1.0
Amazon S3. If you used an Amazon
EBS-backed AMI to launch the
instance, the returned result is
unknown.
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Data

ancestor-am -ids

bl ock- devi ce- mappi ng/ ami

bl ock- devi ce- mappi ng/ ebs
N

bl ock- devi ce- mappi ng/ eph
emner al
N

bl ock- devi ce- mappi ng/ r oot

bl ock- devi ce- mappi ng/ swap

host nane

iaminfo

i am security-credentials
/rol e-nanme

i nst ance-action

i nstance-id

Description

The AMI IDs of any instances that were
rebundled to create this AMI. This value
will only exist if the AMI manifest file
contained an ancest or - ami s key.

The virtual device that contains the

root/boot file system.

The virtual devices associated with

Amazon EBS volumes, if any are

present. This value is only available in
metadata if it is present at launch time.

The N indicates the index of the

Amazon EBS volume (such as ebs1 or

ebs?2).

The virtual devices associated with
ephemeral devices, if any are present.

The N indicates the index of the
ephemeral volume.

The virtual devices or partitions

associated with the root devices, or
partitions on the virtual device, where

the root (/ or C:) file system is

associated with the given instance.

The virtual devices associated with

swap. Not always present.

The private hostname of the instance.

In cases where multiple network

interfaces are present, this refers to the
ethO device (the device for which the

device number is 0).

Returns information about the last time

the instance profile was updated,

including the instance's LastUpdated

date, InstanceProfileArn, and
InstanceProfileld.

Where r ol e- nane is the name of the
IAM role associated with the instance.

Returns the temporary security
credentials (AccessKeyld,

SecretAccessKey, SessionToken, and
Expiration) associated with the IAM

role.

Notifies the instance that it should

reboot in preparation for bundling. Valid

values: none | shut down |
bundl e- pendi ng.

The ID of this instance.

Version Introduced

2007-10-10

2007-12-15

2007-12-15

2007-12-15

2007-12-15

2007-12-15

1.0

2012-01-12

2012-01-12

2008-09-01

1.0
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Data

i nstance-type

kernel -id

| ocal - host nane

| ocal -i pv4

mac

network/interfaces/ macs/
nmac/ devi ce- nunber

net wor k/ i nt er f aces/ macs/
mac/ i pv4- associ ati ons/ pu
blic-ip

networ k/ i nterfaces/ macs/
mac/ | ocal - host nane

network/interfaces/ macs/
mac/ | ocal -i pv4s

networ k/ i nterfaces/ macs/
mac/ mac

net wor k/ i nt erfaces/ macs/
mac/ owner -i d

Description

The type of instance. For more
information, see Instance Types (p. 75).

The ID of the kernel launched with this
instance, if applicable.

The private DNS hostname of the
instance. In cases where multiple
network interfaces are present, this
refers to the ethO device (the device for
which the device number is 0).

The private IP address of the instance.
In cases where multiple network
interfaces are present, this refers to the
ethO device (the device for which the
device number is 0).

The instance's media access control
(MAC) address. In cases where multiple
network interfaces are present, this
refers to the ethO device (the device for
which the device number is 0).

The device number associated with that
interface. Each interface must have a
unique device number. The device
number serves as a hint to device
naming in the instance; for example,
devi ce- nunber is 2 for the eth2
device.

The private IPv4 addresses that are
associated with each public-ip
address and assigned to that interface.

The interface's local hostname.

The private IP addresses associated
with the interface.

The instance's MAC address.

The ID of the owner of the network
interface. In multiple-interface
environments, an interface can be
attached by a third party, such as
Elastic Load Balancing. Traffic on an
interface is always billed to the interface
owner.

Version Introduced

2007-08-29

2008-02-01

2007-01-19

1.0

2011-01-01

2011-01-01

2011-01-01

2011-01-01

2011-01-01

2011-01-01

2011-01-01
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Data Description Version Introduced
net wor k/ i nt er f aces/ macs/ The interface's public DNS. If the 2011-01-01
mac/ publ i c- host nane instance is in a VPC, this category is

only returned if the

enabl eDnsHost nanes attribute is set
to t r ue. For more information, see
Using DNS with Your VPC.

net wor k/ i nt er f aces/ macs/ The Elastic IP addresses associated | 2011-01-01
mac/ publ i c-i pv4s with the interface. There may be
multiple IP addresses on an instance.

net wor k/ i nt er f aces/ macs/ Security groups to which the network | 2011-01-01
mac/ security-groups interface belongs. Returned only for
instances launched into a VPC.

net wor k/ i nt er f aces/ nacs/ IDs of the security groups to which the | 2011-01-01
mac/ security-group-ids network interface belongs. Returned

only for instances launched into a VPC.

For more information on security groups

in the EC2-VPC platform, see Security

Groups for Your VPC.

networ k/ i nterfaces/ macs/ The ID of the subnet in which the 2011-01-01
mac/ subnet -i d interface resides. Returned only for
instances launched into a VPC.

networ k/interfaces/ macs/ The CIDR block of the subnet in which | 2011-01-01
mac/ subnet - i pv4-ci dr - bl ock | the interface resides. Returned only for
instances launched into a VPC.

networ k/ i nterfaces/ macs/ The ID of the VPC in which the 2011-01-01
mac/ vpc-id interface resides. Returned only for
instances launched into a VPC.

networ k/ i nterfaces/ macs/ The CIDR block of the VPC in which 2011-01-01
mac/ vpc-i pv4-ci dr - bl ock the interface resides. Returned only for
instances launched into a VPC.

pl acenment/avail ability-z The Availability Zone in which the 2008-02-01
one instance launched.
pr oduct - codes Product codes associated with the 2007-03-01

instance, if any.

publ i c- host nane The instance's public DNS. If the 2007-01-19
instance is in a VPC, this category is
only returned if the
enabl eDnsHost nanes attribute is set
to t r ue. For more information, see
Using DNS with Your VPC.

public-ipv4 The public IP address. If an Elastic IP | 2007-01-19
address is associated with the instance,
the value returned is the Elastic IP
address.

publ i c- keys/ 0/ openssh-key | Public key. Only available if supplied at | 1.0
instance launch time.
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Data Description Version Introduced
randi sk-id The ID of the RAM disk specified at 2007-10-10
launch time, if applicable.
reservation-id ID of the reservation. 1.0
security-groups The names of the security groups 1.0
applied to the instance.
Note

Only instances launched into
a VPC can change security
groups after launch. These
changes will be reflected here
and in

retnakdnieBoestnecshackecuiygoups

servi ces/ domai n The domain for AWS resources for the | 2014-02-25
region; for example, anazonaws. com
for us-east-1.

Dynamic Data Categories

The following table lists the categories of dynamic data.

Data Description Version
introduced

fws/i nstance-noni toring | Value showing whether the customer has enabled detailed | 2009-04-04
one-minute monitoring in CloudWatch. Valid values:
enabl ed | disabled

i nstance-i dentity/ docune | JSON containing instance attributes, such as instance-id, | 2009-04-04
nt private IP address, etc.

i nstance-i dentity/ pkcs7 | Used to verify the document's authenticity and content 2009-04-04
against the signature.

i nstance-identity/signat @ Data that can be used by other parties to verify its origin | 2009-04-04
ure and authenticity.

Importing and Exporting Instances

You can use the Amazon Web Services (AWS) VM Import/Export tools to import virtual machine (VM)
images from your local environment into AWS and convert them into ready-to-use Amazon EC2 instances.
Later, you can export the VM images back to your local environment. VM Import/Export allows you to
leverage your existing investments in the virtual machines that you have built to meet your IT security,
configuration management, and compliance requirements by bringing those VMs into Amazon Elastic
Compute Cloud (Amazon EC?2) as ready-to-use instances. VM Import/Export is compatible with Citrix
Xen, Microsoft Hyper-V, or VMware vSphere virtualization environments. If you're using VMware vSphere,
you can also use the AWS Connector for vCenter to export a VM from VMware and import it into Amazon
EC2. For more information, see Migrating Your Virtual Machine to Amazon EC2 Using AWS Connector
for vCenter in the AWS Management Portal for vCenter User Guide.
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VM Import/Export can be used to migrate applications and workloads, copy your VM image catalog, or
create a disaster recovery repository for VM images.

* Migrate existing applications and workloads to Amazon EC2—You can migrate your VM-based
applications and workloads to Amazon EC2 and preserve their software and configuration settings.
After you import your applications and workloads into an Amazon EC2 instance, you can create Amazon
Machine Images (AMIs) and run multiple copies of the same image. You can also create snapshots
and use them to back up your data. You can use AMI and snapshot copies to replicate your applications
and workloads around the world. For more information about AMI copy, see Copying an AMI (p. 68).

« Copy your VM image catalog to Amazon EC2—You can copy your existing VM image catalog into
Amazon EC2. If you maintain a catalog of approved VM images, you can copy your image catalog to
Amazon EC2 and create Amazon EC2 instances from the imported VM images. Your existing software,
including products that you have installed such as anti-virus software, intrusion detection systems, and
so on, can be imported along with your VM images. You can use the resulting Amazon EC2 instances
to create Amazon EC2 AMIs. You can use the AMIs as your image catalog within Amazon EC2.

¢ Create a disaster recovery repository for VM images—You can import your local VM images into
Amazon EC2 for backup and disaster recovery purposes. You can store the imported images as Amazon
Elastic Block Store (Amazon EBS)-backed AMIs so they're ready to launch in Amazon EC2 when you
need them. If your local environment suffers an event, you can quickly launch your instances to preserve
business continuity while simultaneously exporting them to rebuild your local infrastructure.

The following diagram shows the process of exporting a VM from your on-premises virtualization environ-
ment to AWS.
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Contents

¢ VM Import/Export Prerequisites (p. 109)

¢ Importing a VM into Amazon EC2 (p. 112)
e Exporting Amazon EC2 Instances (p. 121)
¢ Troubleshooting VM Import/Export (p. 122)

VM Import/Export Prerequisites

Before you begin the process of exporting an instance from your virtualization environment or importing
and exporting a VM from Amazon EC2, you must be aware of the operating systems and image formats
that AWS supports, and understand the limitations on exporting instances and volumes.
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If you plan to use the command line tools to export your instance, you must also download and install
them. For more information, see Setting Up the Amazon EC2 Tools.

Contents
¢ Operating Systems (p. 110)
¢ Image Formats (p. 110)
¢ Instance Types (p. 111)
¢ Requirements and Limitations (p. 111)

Operating Systems
The following operating systems can be imported into and exported from Amazon EC2.
Windows (32- and 64-bit)

» Microsoft Windows Server 2012 R2 (Standard)

¢ Microsoft Windows Server 2012 (Standard, Datacenter)

» Microsoft Windows Server 2008 R2 (Standard, Datacenter, Enterprise)

¢ Microsoft Windows Server 2008 (Standard, Datacenter, Enterprise)

» Microsoft Windows Server 2003 R2 (Standard, Datacenter, Enterprise)

¢ Microsoft Windows Server 2003 (Standard, Datacenter, Enterprise) with Service Pack 1 (SP1) or later

Linux/Unix (64-bit)

* Red Hat Enterprise Linux (RHEL) 5.1-5.10, 6.1-6.5

Note

RHEL 6.0 is unsupported because it lacks the drivers required to run on Amazon EC2.

VM Import supports license portability for RHEL instances. Your existing RHEL licenses are
imported along with their associated RHEL instance. For more information about eligibility for
Red Hat Cloud Access, see Eligibility at the Red Hat website.

* CentO0S 5.1-5.10, 6.1-6.5

Note
CentOS 6.0 is unsupported because it lacks the drivers required to run on Amazon EC2.

» Ubuntu 12.04, 12.10, 13.04, 13.10
» Debian 6.0.0-6.0.8, 7.0.0-7.2.0

Image Formats

The following formats can be imported into and exported from Amazon EC2.
Importing Image Formats into Amazon EC2
AWS supports the following image formats for importing both volumes and instances into Amazon EC2:

* RAW format for importing volumes and instances.

* Virtual Hard Disk (VHD) image formats, which are compatible with Microsoft Hyper-V and Citrix Xen
virtualization products.

¢ ESXVirtual Machine Disk (VMDK) image formats, which are compatible with VMware ESX and VMware
vSphere virtualization products.
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Note
You can only import VMDK files into Amazon EC2 that were created through the OVF export
process in VMware.

Exporting Image Formats from Amazon EC2
AWS supports the following image formats for exporting both volumes and instances from Amazon EC2:

» Open Virtual Appliance (OVA) image format, which is compatible with VMware vSphere versions 4 and
5.

 Virtual Hard Disk (VHD) image format, which is compatible with Citrix Xen and Microsoft Hyper-V virtu-
alization products.

» Stream-optimized ESX Virtual Machine Disk (VMDK) image format, which is compatible with VMware
ESX and VMware vSphere versions 4 and 5 virtualization products.

Instance Types

AWS supports importing Windows instances into any instance type. Linux instances can be imported into
the following instance types:

¢ General purpose:t2. micro|t2.small |t2. nedi um|nB. medi um|nB. | arge | n8. x| arge |
nB3. 2x| ar ge

e Compute optimized: c3. | arge | c3. xl arge | ¢3. 2xl arge | ¢3. 4x| arge | cc2. 8xl ar ge

¢ Memory optimized: cr 1. 8x| ar ge

« Storage optimized: hi 1. 4xl arge | hs1. 8xl arge |i 2. xl arge |i 2. 2xl arge | i 2. 4x] ar ge
* GPU:cgl. 4xl arge

Requirements and Limitations

Known Limitations for Importing aVM into Amazon EC2
Importing instances and volumes is subject to the following limitations:

« You can have up to five import tasks in progress at the same time per region.

» Imported instances create EC2 instances that use Hardware Virtual Machine (HVM) virtualization.
Creating instances that use Paravirtual (PV) virtualization using VM Import is not supported. Linux
PVHVM drivers are supported within imported instances.

¢ Imported Red Hat Enterprise Linux (RHEL) instances must use Cloud Access (BYOL) licenses.

» Imported Linux instances must use 64-bit images. Importing 32-bit Linux images is not supported.

¢ Imported Linux instances should use default kernels for best results. VMs that use custom Linux kernels
might not import successfully.

 Typically, you import a compressed version of a disk image; the expanded image cannot exceed 1 TiB.

* Make sure your VM only uses a single disk. Importing a VM with more than one disk is not supported.
For Linux VMs, /boot and / can be located in different partitions, but they need to be on the same disk.

We suggest that you import the VM with only the boot volume, and import any additional disks using
the ec2-import-volume command. After the | npor t | nst ance task is complete, use the ec2-attach-
volume command to associate the additional volumes with your instance.

» Make sure that you have at least 250 MB of available disk space for installing drivers and other software
on any VM you want to import into an Amazon EC2 instance running Microsoft Windows.
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¢ Imported instances automatically have access to the Amazon EC2 instance store, which is temporary
disk storage from disks that are physically attached to the host computer. You cannot disable this during
import. For more information about instance storage, see Amazon EC2 Instance Store (p. 413).

¢ Tasks must complete within 7 days of the start date.

¢ Multiple network interfaces are not currently supported. When converted and imported, your instance
will have a single virtual NIC using DHCP for address assignment.

¢ Internet Protocol version 6 (IPv6) IP addresses are not supported.

¢ ForvCenter 4.0 and vSphere 4.0 users, remove any attached CD-ROM images or ISOs from the virtual
machine.

¢ Amazon VM Import does not install the single root I/O virtualization (SR-I0OV) drivers on the ¢3 and i2
instance types, except for imports of Microsoft Windows Server 2012 R2 VMs. These drivers are not
required unless you plan to use enhanced networking, which provides higher performance (packets
per second), lower latency, and lower jitter. To enable enhanced networking on a c3 or i2 instance type
after you import your VM, see Enabling Enhanced Networking on Windows Instances in a VPC (p. 356).
For Microsoft Windows Server 2012 R2 VMs, SR-IOV driver are automatically installed as a part of the
import process.

Known Limitations for Exporting a VM from Amazon EC2
Exporting instances and volumes is subject to the following limitations:

¢ You cannot export Amazon Elastic Block Store (Amazon EBS) data volumes.
¢ You cannot export an instance that has more than one virtual disk.
¢ You cannot export an instance that has more than one network interface.

¢ You cannot export an instance from Amazon EC2 unless you previously imported it into Amazon EC2
from another virtualization environment.

Importing a VM into Amazon EC2

There are two ways you can launch an instance in Amazon EC2. You can launch an instance from an
Amazon Machine Image (AMI), or, you can launch an instance from a virtual machine (VM) that you im-
ported from a virtualization environment such as Citrix Xen, Microsoft Hyper-V, or VMware vSphere. This
section covers importing a VM and launching it as an Amazon EC2 instance. For more information about
how to launch an Amazon EC2 instance from an AMI, see Launch Your Instance (p. 130).

To use your VM as an instance in Amazon EC2, you must first export it from the virtualization environment,
and then import it to Amazon EC2 using the Amazon EC2 command line interface (CLI) or API tools. If
you're importing a VM from VMware vCenter, you can also use the AWS Connector for vCenter to export
a VM from VMware and import it into Amazon EC2. For more information, see Migrating Your Virtual
Machine to Amazon EC2 Using AWS Connector for vCenter in the AWS Management Portal for vCenter
User Guide.

Whether you use the CLI or the API, you will follow the same steps for importing VMs or volumes into
Amazon EC2. This is the process for using the CLI.

To import aVM into Amazon EC2

1. Install the CLI. For more information, see Step 1: Install the Amazon EC2 CLI (p. 113).
2. Prepare the VM for import to Amazon EC2. For more information, see Step 2: Prepare Your VM (p. 113).

3. Export the VM from the virtualization environment. For more information, see Step 3: Export Your
VM from lIts Virtual Environment (p. 114).

4. Import the VM into Amazon EC2. For information, see Step 4: Importing Your VM into Amazon
EC2 (p. 114).
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5. Launch the instance in Amazon EC2. For more information, see Step 5: Launch the instance in

Amazon EC2 (p. 120).

Step 1. Install the Amazon EC2 CLI

You need to install the Amazon EC2 CLI to import your Citrix, Microsoft Hyper-V, or VMware vSphere
virtual machines into Amazon EC2 or to export them from Amazon EC2. If you haven't already installed
the Amazon EC2 CLlI, see Setting Up the Amazon EC2 Tools.

You'll use the following Amazon EC2 commands to import or export a VM.

Command Description

ec2-import-instance Creates a new import instance task using metadata
from the specified disk image and imports the
instance to Amazon EC2.

ec2-import-volume Creates a new import volume task using metadata
from the specified disk image and imports the
volume to Amazon EC2.

ec2-resume-import Resumes the upload of a disk image associated
with an import instance or import volume task ID.

ec2-describe-conversion-tasks Lists and describes your import tasks.

ec2-cancel-conversion-task Cancels an active import task. The task can be the

import of an instance or volume.

ec2-delete-disk-image Deletes a partially or fully uploaded disk image for
import from an Amazon S3 bucket.

ec2-create-image-export-task Exports a running or stopped instance to an
Amazon S3 bucket.

ec2-cancel-export-task Cancels an active export task.

ec2-describe-export-tasks Lists and describes your export tasks, including the

most recent canceled and completed tasks.

For information about these commands and other Amazon EC2 commands, see the Amazon EC2 Com-
mand Line Reference.

Step 2: Prepare Your VM

Use the following guidelines to configure your VM before exporting it from the virtualization environment.

Review the prerequisites. For more information, see VM Import/Export Prerequisites (p. 109).

Disable any antivirus or intrusion detection software on your VM. These services can be re-enabled
after the import process is complete.

Uninstall the VMware Tools from your VMware VM.
Disconnect any CD-ROM drives (virtual or physical).

Set your network to DHCP instead of a static IP address. If you want to assign a static private IP address,
be sure to use a non-reserved private IP address in your VPC subnet. Amazon Virtual Private Cloud
(Amazon VPC) reserves the first four private IP addresses in a VPC subnet.

Shut down your VM before exporting it.
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Windows

« Enable Remote Desktop (RDP) for remote access.

« Make sure that your host firewall (Windows firewall or similar), if configured, allows access to RDP.
Otherwise, you will not be able to access your instance after the import is complete.

¢ Make sure that the administrator account and all other user accounts use secure passwords. All accounts
must have passwords or the importation might fail.

¢ Make sure that your Windows VM has .NET Framework 3.5 installed, as required by Amazon Windows
EC2Config Service.

« Do notrun System Preparation (Sysprep) on your Windows VM images. We recommend that you import
the image and then use the Amazon EC2 Config service to run Sysprep.

¢ Disable Autologon on your Windows VM.

« Make sure that there are no pending Microsoft updates, and that the computer is not set to install
software when it reboots.

Linux

¢ Enable Secure Shell (SSH) for remote access.

« Make sure that your host firewall (such as Linux iptables) allows access to SSH. Otherwise, you will
not be able to access your instance after the import is complete.

« Make sure that you have configured a non-root user to use public key-based SSH to access your instance
after it is imported. The use of password-based SSH and root login over SSH are both possible, but
not recommended. The use of public keys and a non-root user is recommended because it is more
secure. VM Import will not configure an ec2-user account as part of the import process.

¢ Make sure that your Linux VM uses GRUB (GRUB legacy) or GRUB 2 as its bootloader.

¢ Make sure that your Linux VM uses a root filesystem is one of the following: EXT2, EXT3, EXT4, Btrfs,
JFS, or XFS.

Step 3: Export Your VM from Its Virtual Environment

After you have prepared your VM for export, you can export it from your virtualization environment. For
information about how to export a VM from your virtualization environment, see the documentation for
Citrix, Microsoft Hyper-V, or VMware vCenter virtualization environment.

Citrix: For more information, see Export VMs as OVF/OVA at the Citrix website.
Microsoft Hyper-V: For more information, see Hyper-V - Export & Import at the Microsoft website.

VMware: For more information, see Export an OVF Template at the VMware website.

Step 4: Importing Your VM into Amazon EC2

After exporting your VM from your virtualization environment, you can import it into Amazon EC2. The
import process is the same regardless of the origin of the VM.

Here are some important things to know about your VM instance, as well as some security and storage
recommendations:

* Amazon EC2 automatically assigns a DHCP IP address to your instance. The DNS name and IP address
are available through the ec2- descri be-i nst ances command when the instance starts running.
* Your instance has only one Ethernet network interface.

¢ To specify a subnet to use when you create the import task, use the - - subnet subnet _i d option
with the ec2-i nport - i nst ance command; otherwise, your instance will use a public IP address. We
recommend that you use a restrictive security group to control access to your instance.

APl Version 2014-09-01
114


http://aws.amazon.com/developertools/5562082477397515
http://aws.amazon.com/developertools/5562082477397515
http://support.citrix.com/proddocs/topic/xencenter-62/xs-xc-vms-export-ovf.html
http://blogs.msdn.com/b/virtual_pc_guy/archive/2008/08/26/hyper-v-export-import-part-1.aspx
http://pubs.vmware.com/vsphere-4-esx-vcenter/topic/com.vmware.vsphere.vmadmin.doc_41/vc_client_help/importing_and_exporting_virtual_appliances/t_export_a_virtual_machine.html

Amazon Elastic Compute Cloud User Guide for Microsoft
Windows
Importing aVM into Amazon EC2

« We recommend that your Windows instances contain strong passwords for all user accounts. We re-
commend that your Linux instances use public keys for SSH.

« For Windows instances, we recommend that you install the Amazon Windows EC2Config Service after
you import your virtual machine into Amazon EC2.

To import aVM into Amazon EC2

Use ec2-import-instance to create a new import instance task.

The syntax of the command is as follows:

ec2-inport-instance disk_inmage filenane -f file format -t instance_type -a ar
chitecture -b s3_bucket_nane -o owner -w secret_key -p platformnane

If the import of the VM is interrupted, you can use the ec2-r esume-i nport command to resume the
import from where it stopped. For more information, see Resuming an Upload (p. 119).

Example (Windows)

The following command creates an import instance task that imports a Windows Server 2008 SP2 (32-
bit) VM.

C\> ec2-import-instance ./WnSvr8-2-32-di skl.vndk —f VMDK -t nil.small -a i386
-b myawsbucket -0 AKI Al OSFODNN7EXAMPLE -w wJdal r XUt nFEM / K7VDENG bPxRf i
CYEXAMPLEKEY -p W ndows

This request uses the VMDK file, W nSvr 8- 2- 32- di sk1. vndk, to create the import task. (Note that
you can alternatively use VHD or RAW format.) If you do not specify a size for the requesting volume
using the - s parameter, a volume size based on the disk image file is used. The output is similar to the
following.

Requesting vol ume size: 25 GB

Di sk image format: Streamoptim zed VMDK

Converted vol ume size: 26843545600 bytes (25.00 G B)
Request ed EBS vol une size: 26843545600 bytes (25.00 G B)

TaskType | MPORTI NSTANCE Taskld inport-i-fhbx6hua ExpirationTi me
2011- 09- 09T15: 03: 38+00: 00 Status active StatusMessage Pending In

stancel D i - 6ced060c

DI SKI MAGE Di skl mageFor mat VDK Di skl mageSi ze 5070303744

Vol uneSi ze 25 Avai | abi | i tyZone us-east-1c Appr oxi mat e

Byt esConvert ed 0 Status active StatusMessage Pendi ng

Creating new nani fest at testlnport/9cba4345-b73e-4469-8106-
2756a9f 5a077/ Wn_2008 R1_EE 64. vndkmani f est . xml

Upl oadi ng the manifest file

Upl oadi ng 5070303744 bytes across 484 parts

(0 I e | 100%

I I
Done

Example (Linux)

The following example creates an import instance task that imports a 64-bit Linux VM.
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$ ec2-inmport-instance rhel 6. 4-64bit-di sk.vhd -f vhd -t nB.xlarge -a x86_64 -b
myawsbucket -0 AKI Al OSFODNN7EXAMPLE —w wJal r XUt nFEM / K7MDENG bPxRf i CYEXAMPLEKEY
-p Linux

This request uses the VHD file, rhel6.4-64bit-disk.vhd, to create the import task. The output is similar
to the following.

Requesting volunme size: 8 GB

TaskType | MPORTI NSTANCE Taskld inport-i-ffnzq636 ExpirationTi me
2013-12-12T22: 55: 18Z St at us active StatusMessage Pending |InstancelD

i -ab6ab6dd

DI SKI MAGE Di skl mageFor mat VHD Di skl mageSi ze 861055488

Vol uneSi ze 8 Avai | abi l'i tyZone us- east - 1d Appr oxi mat eByt esCon

verted 0 Status active StatusMessage Pendi ng

Creati ng new nani fest at myawsbucket/b73bael4- 7ec5-4122- 8958-

4234028e1d9f / r hel 6. 4- 64bi t - di sk. vhdmani f est . xni

Upl oadi ng the nanifest file

Upl oadi ng 861055488 bytes across 83 parts

(0 I e e | 100%

| |
Done

Aver age speed was 11. 054 MBps

The di sk inage for inmport-i-ffnzq636 has been upl oaded to Amazon S3 where it
is being converted into

an EC2 instance. You may nonitor the progress of this task by running ec2-de
scri be-conversi on-t asks.

When the task is conpleted, you nmay use ec2-del ete-di sk-inage to renove the
i mge from S3.

Checking on the Status of Your Import Task

The ec2-describe-conversion-tasks command returns the status of an import task. Status values include
the following:

¢ active—Your instance or volume is still importing.

¢ cancelling—Your instance or volume is still being canceled.
¢ cancelled—Your instance or volume is canceled.

« completed—Your instance or volume is ready to use.

The imported instance is in the stopped state. You use ec2- st art - i nst ance to start it. For more
information, see ec2-start-instances in the Amazon EC2 Command Line Reference.
To check the status of your import task

Use ec2-describe-conversion-tasks to return the status of the task. The syntax of the command is as
follows:

ec2-describe-conversion-tasks task_id

Example

The following example enables you to see the status of your import instance task.
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C.\> ec2-descri be-conversi on-tasks inport-i-ffvko9js

Response 1

The following response shows that the | MPORTI NSTANCE status is act i ve, and 73747456 bytes out of
893968896 have been converted.

TaskType | MPORTI NSTANCE Taskld inport-i-ffvko9js ExpirationTi me
2011- 06- 07T13: 30: 50+00: 00 Status active StatusMessage Pending In
stancel D i-17912579
DI SKI MAGE Di skl mageFor mat VNMDK Di skl mageSi ze 893968896 Vol uneSi ze
12 Avai |l abi l i tyZone us-east-1 Appr oxi mat eByt esConvert ed
73747456 Status active StatusMessage Pendi ng
Response 2

The following response shows that the | MPORTI NSTANCE status is act i ve, at 7% progress, and the
DISKIMAGE is completed.

TaskType | MPORTI NSTANCE Taskld inport-i-ffvko9js ExpirationTi me
2011- 06-07T13: 30: 50+00: 00 Status active StatusMessage Progress: 7%
I nstancel D i-17912579
DI SKI MAGE Di skl mageFor mat VDK Di skl mageSi ze 893968896 Vol unel d
vol - 9b59daf 0 Vol uneSi ze 12 Avai | abi lityZone us-east-1
Appr oxi mat eByt esConvert ed 893968896 Status conpleted
Response 3

The following response shows that the | MPORTI NSTANCE status is conpl et ed.

TaskType | MPORTI NSTANCE Taskld inport-i-ffvko9js ExpirationTi me
2011- 06- 07T13: 30: 50+00: 00 Status conpl et ed I nstancel D i-17912579
DI SKI MAGE Di skl mageFor mat VDK Di skl mageSi ze 893968896 Vol unel d
vol - 9b59daf 0 Vol uneSi ze 12 Avai | abi i tyZone us-east-1
Appr oxi mat eByt esConvert ed 893968896 Status conpleted
Note

The | MPORTI NSTANCE status is what you use to determine the final status. The DI SKI MAGE
status will be conpl et ed for a period of time before the | MPORTI NSTANCE status is conpl et ed.

You can now use commands such as ec2- st op-i nst ance, ec2-start-i nstance, ec2-reboot -
i nstance, and ec2-t er m nat e-i nst ance to manage your instance. For more information, see the
Amazon EC2 Command Line Reference

Importing Your Volumes into Amazon EBS

This section describes how to import your data storage into Amazon EBS, and then attach it to one of
your existing EC2 instances. Amazon EC2 supports importing RAW, Virtual Hard Disk (VHD), and ESX
Virtual Machine Disk (VMDK) disk formats.

Important

We recommend using Amazon EC2 security groups to limit network access to your imported
instance. Configure a security group to allow only trusted EC2 instances and remote hosts to
connect to RDP and other service ports. For more information about security groups, see Amazon
EC2 Security Groups (p. 273).

APl Version 2014-09-01
117


http://docs.aws.amazon.com/AWSEC2/latest/CommandLineReference/

Amazon Elastic Compute Cloud User Guide for Microsoft
Windows
Importing aVM into Amazon EC2

After you have exported your virtual machine from the virtualization environment, importing the volume
to Amazon EBS is a single-step process. You create an import task and upload the volume.

To import avolume into Amazon EBS

1.

Use ec2-import-volume to create a task that allows you to upload your volume into Amazon EBS.
The syntax of the command is as follows:

ec2-inport-volune disk_image -f file_format -s vol une_size -z avail abil
ity _zone -b s3_bucket_nane -o owner -w secret_key

The following example creates an import volume task for importing a volume to the us-east-1 region
in the d availability zone.

C.\> ec2-inport-volune Wn_2008_R1_EE 64.vndk —f vmdk —s 25 -z us-east-1d
-b myawsbucket -o AKI Al CSFODNN7EXAVPLE -w wJdal r XUt nFEM / K7VDENG bPxRf i
CYEXAMPLEKEY --region us-east-1 -0 AKI Al 44QH8DHBEXAMPLE -w j e7M Ghd

WBF/ 2Zp9Ut k/ h3y Co8nvbEXAMPLEKEY

The following is an example response.

Requesting vol une size: 25 GB

Di sk image format: Streamoptimnm zed VMDK

Converted vol une size: 26843545600 bytes (25.00 G B)
Request ed EBS vol une size: 26843545600 bytes (25.00 G B)

TaskType | MPORTVOLUME Taskl d inport-vol -ffut5xv4 Expi rati onTi me
2011- 09- 09T15: 22: 30+00: 00 Status active StatusMessage Pendi ng

DI SKI MAGE Di skl mageFor mat VMDK Di skl mageSi ze 5070303744

Vol uneSi ze 25 Avai | abi i tyZone us- east - 1d Appr oxi mat e

Byt esConvert ed 0

Creating new nani fest at myawsbucket/ Of d8f cf 5- 04d8- 44ae- 981f -
3c9f 56d04520/ W n_2008 R1_EE 64. vndkmani f est. xm

Upl oadi ng the manifest file

Upl oadi ng 5070303744 bytes across 484 parts

(0 I e | 100%

I I
Done

Amazon EC2 returns a task ID that you use in the next step. In this example, the ID isi nport - vol -
f f ut 5xv4.

Use ec2-describe-conversion-tasks to confirm that your volume imported successfully.

C.\ > ec2-descri be-conversi on-tasks inport-vol -ffut5xv4d

TaskType I MPORTVOLUME Taskl d inport-vol -ffut5xva Expi rationTi me
2011- 09- 09T15: 22: 30+00: 00 Status conpl eted
DI SKI MAGE Di skl mageFor mat VNMDK Di skl mageSi ze 5070303744
Vol urel d vol - 365a385c¢ Vol umeSi ze 25 Avai |l abi lityZone
us- east - 1d Appr oxi mat eByt esConvert ed 5070303744

The status in this example is conpl et ed, which means the import succeeded.

Use ec2-attach-volume to attach the Amazon EBS volume to one of your existing EC2 instances.
The following example attaches the volume, vol - 2540994c, to the i - al49ec4a instance on the
device, / dev/ sde.
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C.\> ec2-attach-vol une vol -2540994¢c -i i-ald49ec4a -d xvde
ATTACHMVENT vol - 2540994c i -al49ecd4a xvde attachi ng 2010-03-23T15: 43: 46+00: 00

Resuming an Upload

Connectivity problems can interrupt an upload. When you resume an upload, Amazon EC2 automatically
starts the upload from where it stopped. The following procedure steps you through determining how
much of an upload succeeded and how to resume it.

To resume an upload

Use the task ID with ec2-resume-import to continue the upload. The command uses the HTTP HEAD action
to determine where to resume.

ec2-resune-inport disk image -t task_id -o owner -w secret_key

Example

The following example resumes an import instance task.

C\> ec2-resune-inport Wn_2008_R1_EE 64.vndk -t inport-i-ffni8aei -0 AKI Al CS
FODNN7EXAMPLE -w wdal r XUt nFEM / K7MDENG bPxRf i CYEXAMPLEKEY

The following shows the output when the import instance task is complete:

Di sk i nage size: 5070303744 bytes (4.72 G B)
Di sk image fornat: Streamoptim zed VVMDK
Converted vol une size: 26843545600 bytes (25.00 G B)
Request ed EBS vol une size: 26843545600 bytes (25.00 G B)
Upl oadi ng 5070303744 bytes across 484 parts
(0 I e | 100%

I I
Done
Aver age speed was 10. 316 MBps
The disk image for inport-i-ffni8aei has been upl oaded to Amazon S3
where it is being converted into an EC2 instance. You may nonitor the
progress of this task by running ec2-describe-conversion-tasks. Wen
the task is conpleted, you may use ec2-del ete-di sk-image to renove the
i mge from S3.

Canceling an Upload

Use ec2-cancel-conversion-task to cancel an active import task. The task can be the upload of an instance
or a volume. The command removes all artifacts of the import, including uploaded volumes or instances.

If the import is complete or still transferring the final disk image, the command fails and returns an exception
similar to the following:

Client. Cancel ConversionTask Error: Failed to cancel conversion task inmport-i-
f h95npoc

To cancel an upload task
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Use the task ID of the upload you want to delete with ec2-cancel-conversion-task.
Example

The following example cancels the upload associated with the task ID i nport -i - f h95npoc.

C:\ > ec2-cancel - conversion-task inmport-i-fh95npoc

The output for a successful cancellation is similar to the following:

CONVERSI ON- TASK i nport-i-fh95npoc

You can use the ec2-describe-conversion-tasks command to check the status of the cancellation as in
the following example:

C:\> ec2-descri be-conversi on-tasks inport-i-fh95npoc

TaskType | MPORTI NSTANCE Taskld inport-i-fh95npoc ExpirationTi me
2010- 12- 20T18: 36: 39+00: 00 Status cancelled InstancelD i - 825063ef

DI SKI MAGE Di skl mageFor mat VDK Di skl mageSi ze 2671981568

Vol uneSi ze 40 Avai |l abi l i tyZone us-east-1c Approxi mat eByt esCon

verted 0 Status cancel |l ed

In this example, the status is cancel | ed. If the upload were still in process, the status would be cancel -
l'ing.

Cleaning Up After an Upload

You can use ec2-delete-disk-image to remove the image file after it is uploaded. If you do not delete it,
you will be charged for its storage in Amazon S3.

To delete a disk image
Use the task ID of the disk image you want to delete with ec2- del et e- di sk-i mage.
Example

The following example deletes the disk image associated with the task ID, i nport-i -fh95npoc.

C:\> ec2-del ete-disk-inmage -t inport-i-fh95npoc

The output for a successful cancellation is similar to the following:

DELETE- TASK i nport-i-fh95npoc

Step 5: Launch the instance in Amazon EC2

After you upload the VM to Amazon S3, the VM Import process automatically converts it into an Amazon
EC2 instance and launches it as a stopped instance in the Amazon EC2 console. Before you can begin
using the instance, you must start it. For more information about working with an Amazon EC2 instance,
see Instance Lifecycle (p. 127).

To start the instance

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
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2. If necessary, change the region. From the navigation bar, select the region where your instance is
running. For more information, see Regions and Endpoints.

3. Inthe navigation pane, click Instances.

4. Inthe content pane, right-click the instance, and then click Start.

Exporting Amazon EC2 Instances

If you have previously imported an instance into Amazon EC2, you can use the command line tools to
export that instance to Citrix Xen, Microsoft Hyper-V, or VMware vSphere. Exporting an instance that you
previously imported is useful when you want to deploy a copy of your EC2 instance in your on-site virtu-
alization environment.

Contents
¢ Export an Instance (p. 121)
e Cancel or Stop the Export of an Instance (p. 122)

Export an Instance

You can use the Amazon EC2 CLI to export an instance. If you haven't installed the CLI already, see
Setting Up the Amazon EC2 Tools.

The ec2-create-instance-export-task command gathers all of the information necessary (e.g., instance
ID; name of the Amazon S3 bucket that will hold the exported image; name of the exported image; VMDK,
OVA, or VHD format) to properly export the instance to the selected virtualization format. The exported
file is saved in the Amazon S3 bucket that you designate.

Note

When you export an instance, you are charged the standard Amazon S3 rates for the bucket
where the exported VM is stored. In addition, a small charge reflecting temporary use of an
Amazon EBS snapshot might appear on your bill. For more information about Amazon S3 pricing,
see Amazon Simple Storage Service (S3) Pricing.

To export an instance

1. Create an Amazon S3 bucket for storing the exported instances. The Amazon S3 bucket must grant
Upload/Delete and View Permissions access to the vm-import-export@amazon.com account.
For more information, see Creating a Bucket and Editing Bucket Permissions in the Amazon Simple
Storage Service Console User Guide.

2. Atacommand prompt, type the following command:

ec2-create-instance-export-task instance_id —e target_environnent —f
di sk_image_format -c container_fornmat —b s3_bucket

instance_id
The ID of the instance you want to export.
target _environnent
VMware, Citrix, or Microsoft.
di sk_i mage_f or mat
VMDK for VMware or VHD for Microsoft Hyper-V and Citrix Xen.
cont ai ner _f or nat
Optionally set to OVA when exporting to VMware.

s3_bucket
The name of the Amazon S3 bucket to which you want to export the instance.
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3. To monitor the export of your instance, at the command prompt, type the following command, where
task_i dis the ID of the export task:

ec2-descri be-export-tasks task_id

Cancel or Stop the Export of an Instance

You can use the Amazon EC2 CLI to cancel or stop the export of an instance up to the point of completion.
The ec2-cancel-export-task command removes all artifacts of the export, including any partially created
Amazon S3 objects. If the export task is complete or is in the process of transferring the final disk image,
the command fails and returns an error.

To cancel or stop the export of an instance

At the command prompt, type the following command, where t ask_i d is the ID of the export task:

ec2-cancel -export-task task_id

Troubleshooting VM Import/Export

When importing or exporting a VM, most errors occur when you attempt to do something that isn't sup-
ported. To avoid these errors, read VM Import/Export Prerequisites (p. 109) before you begin an import
or an export.

Errors

¢ AWS Error Code: InvalidParameter, AWS Error Message: Parameter disk-image-size=0 has an invalid
format. (p. 122)

¢ Client.UnsupportedOperation: This instance has multiple volumes attached. Please remove additional
volumes. (p. 123)

¢ ClientError: Footers not identical (p. 123)

¢ ClientError: Uncompressed data has invalid length. (p. 123)

¢« ERROR: Bucket <MyBucketName> is not in the <RegionName> region, it's in <RegionName>. (p. 123)
¢ ERROR: File uses unsupported compression algorithm 0. (p. 123)

¢ Error starting instances: Invalid value <instance ID> for instanceld. Instance does not have a volume
attached at root (/dev/sdal). (p. 123)

¢ java.lang.OutOfMemoryError: Java heap space (p. 124)

* Service.InternalError: An internal error has occurred. Status Code: 500, AWS Service:
AmazonEC2 (p. 124)

¢ FirstBootFailure: This import request failed because the Windows instance failed to boot and establish
network connectivity. (p. 124)

¢ Linux is not supported on the requested instance (p. 126)

AWS Error Code: InvalidParameter, AWS Error Message:
Parameter disk-image-size=0 has an invalid format.

The image format you used is not supported.

Resolution
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Retry using one of the supported image formats: RAW, VHD, or VMDK.

Client.UnsupportedOperation: This instance has multiple
volumes attached. Please remove additional volumes.

The VM has multiple attached disks.

Resolution

Detach the extra drives and try again. If you need the data on the other volumes, copy the data to the
root volume and try to export the VM again.

ClientError: Footers not identical

You attempted to import a fixed or differencing VHD, or there was an error in creating the VHD.
Resolution

Export your VM again and retry importing it into Amazon EC2.

ClientError: Uncompressed data has invalid length.

The VMDK file is corrupted.
Resolution

You can try repairing or recreating the VMDK file, or use another one for your import.

ERROR: Bucket <MyBucket Nanme> IS notinthe <Regi onNane> region, it's
in <Regi onName>.

The Amazon S3 bucket is not in the same region as the instance you want to import.

Resolution

Try adding the - - i gnor e-r egi on- af fi ni t y option, which ignores whether the bucket's region matches
the region where the import task is created. You can also create an Amazon S3 bucket using the Amazon
Simple Storage Service console and set the region to the region where you want to import the VM. Run
the command again and specify the new bucket you just created.

ERROR: File uses unsupported compression algorithm O.

The VMDK was created using OVA format instead of OVF format.
Resolution

Create the VMDK in OVF format.
Error starting instances: Invalid value <instance 10> fOr in-

stanceld. Instance does not have a volume attached at root
(/dev/sdal).

You attempted to start the instance before the VM import process and all conversion tasks were complete.

Resolution
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Wait for the VM import process and all conversion tasks to completely finish, and then start the instance.

java.lang.OutOfMemoryError: Java heap space

There is not enough virtual memory available to launch Java, or the image you are trying to import is too
large.

Resolution

If you allocate extra memory to Java, the extra memory will only apply to JVM, but if that setting is specified
(explicitly for the EC2 command line tools) it will override the global settings. For example, you can use
the following command to allocate 512 MB of extra memory to Java 'set EC2_JVM_ARGS=-Xmx512m".

Service.lnternalError: An internal error has occurred. Status
Code: 500, AWS Service: AmazonEC2

You tried to import an instance that does not have a default VPC without specifying the subnet and
Availability Zone.

Resolution

If you're importing an instance without a default VPC, be sure to specify the subnet and Availability Zone.

FirstBootFailure: This import request failed because the
Windows instance failed to boot and establish network
connectivity.

When you import a VM using the ec2-i nport - i nst ance command, the import task might stop before
its completed, and then fail. To investigate what went wrong, you can use the ec2-describe-conversion-
tasks command to describe the instance.

When you receive the FirstBootFailure error message, it means that your virtual disk image was unable
to perform one of the following steps:

« Boot up and start Windows.

¢ Install Amazon EC2 networking and disk drivers.

¢ Use a DHCP-configured network interface to retrieve an IP address.
¢ Activate Windows using the Amazon EC2 Windows volume license.

The following best practices can help you to avoid Windows first boot failures:

¢ Disable anti-virus and anti-spyware software and firewalls. These types of software can prevent
installing new Windows services or drivers or prevent unknown binaries from running. Software and
firewalls can be re-enabled after importing.

« Do not harden your operating system. Security configurations, sometimes called hardening, can
prevent unattended installation of Amazon EC2 drivers. There are numerous Windows configuration
settings that can prevent import. These settings can be reapplied once imported.

« Disable or delete multiple bootable partitions. If your virtual machine boots and requires you to
choose which boot partition to use, the import may fail.

This inability of the virtual disk image to boot up and establish network connectivity could be due to any
of the following causes.

Causes
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¢ The installation of Windows is not valid on the virtual machine (p. 125)

e TCP/IP networking and DHCP are not enabled (p. 125)

¢ A volume that Windows requires is missing from the virtual machine (p. 125)

¢ Windows always boots into System Recovery Options (p. 125)

¢ The virtual machine was created using a physical-to-virtual (P2V) conversion process (p. 126)
¢ Windows activation fails (p. 126)

¢ No bootable partition found (p. 126)

The installation of Windows is not valid on the virtual machine
Cause: The installation of Windows must be valid before you can successfully import the virtual machine.

Resolution: Do not run System Preparation (Sysprep) before shutting down the EC2 instance. After the
instance is imported, you can run Sysprep from the instance before you create an AMI. Importing creates
a single instance, so running Sysprep is not necessary.

Ensure that the installation process is fully complete and that Windows boots (without user intervention)
to a login prompt.

TCP/IP networking and DHCP are not enabled

Cause: For any Amazon EC2 instance, including those in Amazon VPC, TCP/IP networking and DHCP
must be enabled. Within a VPC, you can define an IP address for the instance either before or after im-
porting the instance. Do not set a static IP address before exporting the instance.

Resolution: Ensure that TCP/IP networking is enabled. For more information, see Setting up TCP/IP
(Windows Server 2003) or Configuring TCP/IP (Windows Server 2008) at the Microsoft TechNet website.

Ensure that DHCP is enabled. For more information, see What is DHCP at the Microsoft TechNet web
site.

A volume that Windows requires is missing from the virtual machine

Cause: Importing a VM into Amazon EC2 only imports the boot disk, all other disks must be detached
and Windows must able to boot before importing the virtual machine. For example, Active Directory often
stores the Active Directory database on the D: \ drive. A domain controller cannot boot if the Active Dir-
ectory database is missing or inaccessible.

Resolution: Detach any secondary and network disks attached to the Windows VM before exporting.

Move any Active Directory databases from secondary drives or partitions onto the primary Windows
partition. For more information, see "Directory Services cannot start" error message when you start your
Windows-based or SBS-based domain controller at the Microsoft Support website.

Windows always boots into System Recovery Options

Cause: Windows can boot into System Recovery Options for a variety of reasons, including when Windows
is pulled into a virtualized environment from a physical machine, also known as P2V.

Resolution: Ensure that Windows boots to a login prompt before exporting and preparing for import.

Do not import virtualized Windows instances that have come from a physical machine.
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The virtual machine was created using a physical-to-virtual (P2V) conversion
process

Cause: A P2V conversion occurs when a disk image is created by performing the Windows installation
process on a physical machine and then importing a copy of that Windows installation into a VM. VMs
that are created as the result of a P2V conversion are not supported by Amazon EC2 VM import. Amazon
EC2 VM import only supports Windows images that were natively installed inside the source VM.

Resolution: Install Windows in a virtualized environment and migrate your installed software to that new
VM.

Windows activation fails

Cause: During boot, Windows will detect a change of hardware and attempt activation. During the import
process we attempt to switch the licensing mechanism in Windows to a volume license provided by
Amazon Web Services. However, if the Windows activation process does not succeed, then the import
will not succeed.

Resolution: Ensure that the version of Windows you are importing supports volume licensing. Beta or
preview versions of Windows might not.

No bootable partition found
Cause: During the import process of a virtual machine, we could not find the boot partition.

Resolution: Ensure that the disk you are importing has the boot partition. We do not support multi-disk
import.

Linux is not supported on the requested instance

Cause: Linux import is only supported on specific instance types. You attempted to import an unsupported
instance type.

Resolution: Retry using one of the supported instance types.

» General purpose:t2. micro|t2.small |t2. medi um|nB. medi um|nB8. | arge | nB. x| ar ge |
nB3. 2xl ar ge

¢ Compute optimized: c3. |1 arge | c3. xl arge | ¢3. 2xl arge | c3. 4xl arge | cc2. 8xl ar ge

* Memory optimized: cr 1. 8xI ar ge

» Storage optimized: hi 1. 4xl arge | hs1. 8xl arge |i 2. xl arge |i 2. 2xl arge | i 2. 4x] ar ge
e GPU:cgl. 4xl arge
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Instance Lifecycle

By working with Amazon EC2 to manage your instances from the moment you launch them through their
termination, you ensure that your customers have the best possible experience with the applications or
sites that you host on your instances.

The following illustration represents the transitions between instance states. Notice that you can't stop
and start an instance store-backed instance. For more information about instance store-backed instances,
see Storage for the Root Device (p. 49).

|
————taunch——» pending - rt

AMI ‘

|
v |
[ I
|

Terminate

shutting-down

Instance Launch

When you launch an instance, it enters the pendi ng state. The instance type that you specified at launch
determines the hardware of the host computer for your instance. We use the Amazon Machine Image
(AMI) you specified at launch to boot the instance. After the instance is ready for you, it enters the r unni ng
state. You can connect to your running instance and use it the way that you'd use a computer sitting in
front of you.

As soon as your instance starts to boot, you're billed for each hour or partial hour that you keep the instance
running (even if the instance remains idle and you don't connect to it).

For more information, see Launch Your Instance (p. 130) and Connecting to Your Windows Instance Using
RDP (p. 139).
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Instance Stop and Start (Amazon EBS-backed
Instances only)

If your instance fails a status check or is not running your applications as expected, and if the root volume
of your instance is an Amazon EBS volume, you can stop and start your instance to try to fix the problem.

When you stop your instance, it enters the st oppi ng state, and then the st opped state. We don't charge
hourly usage or data transfer fees for your instance after you stop it, but we do charge for the storage for
any Amazon EBS volumes. While your instance is in the st opped state, you can modify certain attributes
of the instance, including the instance type.

When you start your instance, it enters the pendi ng state, and we move the instance to a new host
computer. Therefore, when you stop and start your instance, you'll lose any data on the instance store
volumes on the previous host computer.

If your instance is running in EC2-Classic, it receives a new private IP address, which means that an
Elastic IP address (EIP) associated with the private IP address is no longer associated with your instance.
If your instance is running in EC2-VPC, it retains its private IP address, which means that an EIP associated
with the private IP address or network interface is still associated with your instance.

Each time you transition an instance from st opped to r unni ng, we charge a full instance hour, even if
these transitions happen multiple times within a single hour.

For more information, see Stop and Start Your Instance (p. 141).

Instance Reboot

You can reboot your instance using the Amazon EC2 console, the Amazon EC2 CLI, and the Amazon
EC2 API. We recommend that you use Amazon EC2 to reboot your instance instead of running the oper-
ating system reboot command from your instance.

Rebooting an instance is equivalent to rebooting an operating system; the instance remains on the same
host computer and maintains its public DNS name, private IP address, and any data on its instance store
volumes. It typically takes a few minutes for the reboot to complete, but the time it takes to reboot depends
on the instance configuration.

Rebooting an instance doesn't start a new instance billing hour.

For more information, see Reboot Your Instance (p. 144).

Instance Retirement

An instance is scheduled to be retired when AWS detects irreparable failure of the underlying hardware
hosting the instance. When an instance reaches its scheduled retirement date, it is stopped or terminated
by AWS. If your instance root device is an Amazon EBS volume, the instance is stopped, and you can
start it again at any time. If your instance root device is an instance store volume, the instance is terminated,
and cannot be used again.

For more information, see Instance Retirement (p. 145).
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Instance Termination

When you've decided that you no longer need an instance, you can terminate it. As soon as the status
of an instance changes to shut t i ng- down ort er m nat ed, you stop incurring charges for that instance.

Note that if you enable termination protection, you can't terminate the instance using the console, CLI,
or API.

After you terminate an instance, it remains visible in the console for a short while, and then the entry is
deleted. You can also describe a terminated instance using the CLI and API. You can't connect to or re-
cover a terminated instance.

Each Amazon EBS-backed instance supports the | nst ancel ni ti at edShut downBehavi or attribute,
which controls whether the instance stops or terminates when you initiate a shutdown from within the in-
stance itself. The default behavior is to stop the instance. You can modify the setting of this attribute while
the instance is running or stopped.

Each Amazon EBS volume supports the Del et eOnTer mi nat i on attribute, which controls whether the
volume is deleted or preserved when you terminate the instance it is attached to. The default is to preserve
volumes that you attach to a running instance and delete volumes that you attach at launch, such as the
root volume.

For more information, see Terminate Your Instance (p. 147).

Differences Between Reboot, Stop, and Termin-
ate

The following table summarizes the key differences between rebooting, stopping, and terminating your

instance.
Characteristic | Reboot Stop/start (Amazon Terminate
EBS-backed instances
only)
Host The instance stays on the The instance runs on a new | None
computer same host computer host computer

Private and | These addresses stay the EC2-Classic: The instance | None
public IP same gets new private and public
addresses IP addresses

EC2-VPC: The instance
keeps its private IP
address. The instance gets
a new public IP address,
unless it has an Elastic IP
address (EIP), which
doesn't change during a
stop/start.
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Characteristic | Reboot Stop/start (Amazon Terminate

EBS-backed instances

only)
Elastic IP The EIP remains associated | EC2-Classic: The EIP is The EIP is disassociated
addresses with the instance disassociated from the from the instance
(EIP) instance

EC2-VPC:The EIP remains
associated with the

instance

Instance The data is preserved The data is erased The data is erased

store

volumes

Root device | The volume is preserved The volume is preserved The volume is deleted by

volume default

Billing The instance billing hour You stop incurring charges | You stop incurring charges

doesn't change. for an instance as soon as | for an instance as soon as

its state changes to its state changes to

st oppi ng. Eachtime an | shutti ng- down.
instance transitions from

st opped to pendi ng, we

start a new instance billing

hour.

Note that operating system shutdown commands always terminate an instance store-backed instance.
You can control whether operating system shutdown commands stop or terminate an Amazon EBS-
backed instance For more information, see Changing the Instance Initiated Shutdown Behavior (p. 149).

Launch Your Instance

An instance is a virtual server in the AWS cloud. You launch an instance from an Amazon Machine Image
(AMI). The AMI provides the operating system, application server, and applications for your instance.

When you sign up for AWS, you can get started with Amazon EC2 for free using the AWS Free Usage
Tier.You can either leverage the Free Usage Tier to launch and use a micro instance for free for 12
months. If you launch an instance that is not within the Free Usage Tier, you incur the standard Amazon
EC2 usage fees for the instance. For more information, see the Amazon EC2 Pricing.

You can launch an instance using the following methods.

Method Documentation

Use the Amazon EC2 console with an AMI thatyou | Launching an Instance (p. 131)
select

Use the Amazon EC2 console to launch an Launching an Instance Using an Existing Instance
instance using an existing instance as a template | as a Template (p. 136)

Use the Amazon EC2 console with an Amazon Launching an Instance from a Backup (p. 137)
EBS snapshot that you created
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Method Documentation

Use the Amazon EC2 console with an AMI that you | Launching an AWS Marketplace Instance (p. 137)
purchased from the AWS Marketplace

Use the AWS CLI with an AMI that you select Using Amazon EC2 through the AWS CLI

Use the Amazon EC2 CLI with an AMI that you Launching an Instance Using the Amazon EC2 CLI
select

Use the AWS Tools for Windows PowerShell with | Amazon EC2 from the AWS Tools for Windows
an AMI that you select PowerShell

After you launch your instance, you can connect to it and use it. To begin, the instance state is pendi ng.
When the instance state is r unni ng, the instance has started booting. There might be a short time before
you can connect to the instance. The instance receives a public DNS name that you can use to contact
the instance from the Internet. The instance also receives a private DNS name that other instances
within the same Amazon EC2 network (EC2-Classic or EC2-VPC) can use to contact the instance. For
more information about connecting to your instance, see Connecting to Your Windows Instance Using
RDP (p. 139).

When you are finished with an instance, be sure to terminate it. For more information, see Terminate
Your Instance (p. 147).

Launching an Instance

Before you launch your instance, be sure that you are set up. For more information, see Setting Up with
Amazon EC2 (p. 14).

Your AWS account might support both the EC2-Classic and EC2-VPC platforms, depending on when
you created your account and which regions you've used. To find out which platform your account supports,
see Supported Platforms (p. 322). If your account supports EC2-Classic, you can launch an instance into
either platform. If your account supports EC2-VPC only, you can launch an instance into a VPC only.

Important
When you launch an instance that's not within the AWS Free Usage Tier, you are charged for
the time that the instance is running, even if it remains idle.

Launching Your Instance from an AMI

When you launch an instance, you must select a configuration, known as an Amazon Machine Image
(AMI). An AMI contains the information required to create a new instance. For example, an AMI might
contain the software required to act as a web server: for example, Windows, Apache, and your web site.

To launch an instance

1. Open the Amazon EC2 console.

2. In the navigation bar at the top of the screen, the current region is displayed. Select the region for
the instance. This choice is important because some Amazon EC2 resources can be shared between
regions, while others can't. Select the region that meets your needs. For more information, see Re-
source Locations (p. 434).
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3.
4.

LIS East (M. Virginia)

US West {Oregon)

LIS West (M. California)
EU {Ireland)

EU (Frankfurt)

Asia Pacific (Singapore)
Asia Pacific (Tokyo)
Asia Pacific (Sydney)

South America (S8o Paulo)

From the Amazon EC2 console dashboard, click Launch Instance.
On the Choose an Amazon Machine Image (AMI) page, choose an AMI as follows:

a.

Select the type of AMI to use in the left pane:

Quick Start
A selection of popular AMIs to help you get started quickly. To ensure that you select an
AMI that is eligible for the free tier, click Free tier only in the left pane. (Notice that these
AMls are marked Free tier eligible.)

My AMls
The private AMIs that you own, or private AMIs that have been shared with you.

AWS Marketplace
An online store where you can buy software that runs on AWS, including AMIs. For more
information about launching an instance from the AWS Marketplace, see Launching an
AWS Marketplace Instance (p. 137).

Community AMIs
The AMIs that AWS community members have made available for others to use. To filter
the list of AMIs by operating system, select the Windows check box under Operating
system. You can also filter by architecture and root device type.

Check the Root device type listed for each AMI. Notice which AMIs are the type that you need,
either ebs (backed by Amazon EBS) ori nst ance- st or e (backed by instance store). For more
information, see Storage for the Root Device (p. 49).

Check the Virtualization type listed for each AMI. Notice which AMIs are the type that you
need, either hvmor par avi r t ual . For example, some instance types require HVM.

Choose an AMI that meets your needs, and then click Select.

On the Choose an Instance Type page, select the hardware configuration and size of the instance
to launch. Larger instance types have more CPU and memory. For more information, see Instance
Types (p. 75).
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To remain eligible for the free tier, select the t2.micro instance type. For more information, see T2
Instances (p. 77).

By default, the wizard displays current generation instance types, and selects the first available in-
stance type based on the AMI that you selected. To view previous generation instance types, select
All generations from the filter list.
Tip
If you are new to AWS and would like to set up an instance quickly for testing purposes,
you can click Review and Launch at this point to accept default configuration settings, and
launch your instance. Otherwise, to configure your instance further, click Next: Configure
Instance Details.

On the Configure Instance Details page, change the following settings as necessary (expand Ad-
vanced Details to see all the settings), and then click Next: Add Storage:

« Number of instances: Enter the number of instances to launch.
« Purchasing option: Select Request Spot Instances to launch a Spot Instance.

« Your account may support the EC2-Classic and EC2-VPC platforms, or EC2-VPC only. To find
out which platform your account supports, see Supported Platforms (p. 322). If your account supports
EC2-VPC only, you can launch your instance into your default VPC or a nondefault VPC. Otherwise,
you can launch your instance into EC2-Classic or a hondefault VPC.

Note
You must launch a T2 instance into a VPC. If you don't have a VPC, you can let the wizard
create one for you.

To launch into EC2-Classic:
¢ Network: Select Launch into EC2-Classic.

« Availability Zone: Select the Availability Zone to use. To let AWS choose an Availability Zone
for you, select No preference.

To launch into a VPC:

* Network: Select the VPC, or to create a new VPC, click Create new VPC to go the Amazon
VPC console. When you have finished, return to the wizard and click Refresh to load your VPC
in the list.

¢ Subnet: Select the subnet into which to launch your instance. If your account is EC2-VPC only,
select No preference to let AWS choose a default subnet in any Availability Zone. To create a
new subnet, click Create new subnet to go to the Amazon VPC console. When you are done,
return to the wizard and click Refresh to load your subnet in the list.

¢ Auto-assign Public IP: Specify whether your instance receives a public IP address. By default,
instances in a default subnet receive a public IP address and instances in a nondefault subnet
do not. You can select Enable or Disable to override the subnet's default setting. For more in-
formation, see Public IP Addresses and External DNS Hostnames (p. 331).

* IAMrole: If applicable, select an AWS ldentity and Access Management (IAM) role to associate
with the instance. For more information, see IAM Roles for Amazon EC2 (p. 312).

¢ Shutdown behavior: Select whether the instance should stop or terminate when shut down. For
more information, see Changing the Instance Initiated Shutdown Behavior (p. 149).

« Enable termination protection: Select this check box to prevent accidental termination. For more
information, see Enabling Termination Protection for an Instance (p. 148).

« Monitoring: Select this check box to enable detailed monitoring of your instance using Amazon
CloudWatch. Additional charges apply. For more information, see Monitoring Your Instances with
CloudWatch (p. 207).

* EBS-Optimized instance: An Amazon EBS-optimized instance uses an optimized configuration
stack and provides additional, dedicated capacity for Amazon EBS I/O. If the instance type supports
this feature, select this check box to enable it. Additional charges apply. For more information, see
Amazon EBS—Optimized Instances (p. 94).
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Tenancy: If you are launching your instance into a VPC, you can select Dedicated tenancy to
run your instance on isolated, dedicated hardware. Additional charges apply. For more information,
see Dedicated Instances in the Amazon VPC User Guide.

Network interfaces: If you are launching an instance into a VPC and you did not select No Pref-
erence for your subnet, you can specify up to two network interfaces in the wizard. Click Add IP

to assign more than one IP address to the selected interface. For more information about network
interfaces, see Elastic Network Interfaces (ENI) (p. 344). If you selected the Public IP check box

above, you can only assign a public IP address to a single, new network interface with the device
index of eth0. For more information, see Assigning a Public IP Address (p. 334).

Kernel ID: (Only valid for paravirtual (PV) AMIs) Select Use default unless you want to use a
specific kernel.

RAM disk ID: (Only valid for paravirtual (PV) AMIs) Select Use default unless you want to use a
specific RAM disk. If you have selected a kernel, you may need to select a specific RAM disk with
the drivers to support it.

Placement group: A placement group is a logical grouping for your cluster instances. Select an
existing placement group, or create a new one. This option is only available if you've selected an
instance type that supports placement groups. For more information, see Placement Groups (p. 95).

User data: You can specify user data to configure an instance during launch, or to run a configur-
ation script. To attach a file, select the As file option and browse for the file to attach.

On the Add Storage page, you can specify volumes to attach to the instance besides the volumes
specified by the AMI (such as the root device volume). You can change the following options, then
click Next: Tag Instance when you have finished:

Type: Select instance store or Amazon EBS volumes to associate with your instance. The type of
volume available in the list depends on the instance type you've chosen. For more information,
see Amazon EC2 Instance Store (p. 413) and Amazon EBS Volumes (p. 363).

Device: Select from the list of available device names for the volume.

Snapshot: Enter the name or ID of the snapshot from which to restore a volume. You can also
search for public snapshots by typing text into the Snapshot field. Snapshot descriptions are case-
sensitive.

Size: For Amazon EBS-backed volumes, you can specify a storage size. Note that even if you
have selected an AMI and instance that are eligible for the free usage tier, you need to keep under
30 GiB of total storage to stay within the free usage tier.

Note

If you increase the size of your root volume at this point (or any other volume created
from a snapshot), you need to extend the file system on that volume in order to use the
extra space. For more information about extending your file system after your instance
has launched, see Expanding the Storage Space of a Volume (p. 386).

Volume Type: For Amazon EBS volumes, select either a General Purpose (SSD), Provisioned
IOPS (SSD), or Magnetic volume. For more information, see Amazon EBS Volume Types (p. 365).

Note

If you select a Magnetic boot volume, you'll be prompted when you complete the wizard
to make General Purpose (SSD) volumes the default boot volume for this instance and
future console launches. (This preference persists in the browser session, and does not
affect AMIs with Provisioned IOPS (SSD) boot volumes.) We recommended that you
make General Purpose (SSD) volumes the default because they provide a much faster
boot experience and they are the optimal volume type for most workloads. For more in-
formation, see Amazon EBS Volume Types (p. 365).

Note

Some AWS accounts created before 2012 might have access to Availability Zones in us-
east-1, us-west-1, or ap-northeast-1 that do not support SSD volumes such as Provisioned
IOPS (SSD) and General Purpose (SSD). If you are unable to create an SSD volume (or
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launch an instance with an SSD volume in its block device mapping) in one of these re-
gions, try a different Availability Zone in the region. You can verify that an Availability
Zone supports General Purpose (SSD) and Provisioned IOPS (SSD) volumes by creating
a 1 GiB General Purpose (SSD) volume in that zone.

¢ IOPS: If you have selected a Provisioned IOPS (SSD) volume type, then you can enter the number
of 1/0 operations per second (IOPS) that the volume can support.

« Delete on Termination: For Amazon EBS volumes, select this check box to delete the volume
when the instance is terminated. For more information, see Preserving Amazon EBS Volumes on
Instance Termination (p. 150).

« Encrypted: Select this check box to encrypt new Amazon EBS volumes. Amazon EBS volumes
that are restored from encrypted snapshots are automatically encrypted. Encrypted volumes may
only be attached to supported instance types (p. 397).

Note
Encrypted boot volumes are not supported at this time.

On the Tag Instance page, specify tags (p. 439) for the instance by providing key and value combin-
ations. Click Create Tag to add more than one tag to your resource. Click Next: Configure Security
Group when you are done.

On the Configure Security Group page, use a security group to define firewall rules for your instance.
These rules specify which incoming network traffic is delivered to your instance. All other traffic is
ignored. (For more information about security groups, see Amazon EC2 Security Groups (p. 273).)
Select or create a security group as follows, and then click Review and Launch.

To select an existing security group:

1. Click Select an existing security group. Your security groups are displayed. (If you are
launching into EC2-Classic, these are security groups for EC2-Classic. If you are launching into
a VPC, these are security group for that VPC.)

2. Select a security group from the list.

3. (Optional) You can't edit the rules of an existing security group, but you can copy them to a new
group by clicking Copy to new. Then you can add rules as described in the next procedure.

To create a new security group:

1. Click Create a new security group. The wizard automatically defines the launch-wizard-x se-
curity group.

2. (Optional) You can edit the name and description of the security group.

3. The wizard automatically defines an inbound rule to allow to you connect to your instance over
RDP (port 3389).

Caution

This rule enables all IP addresses (0. 0. 0. 0/ 0) to access your instance over the spe-
cified port. This is acceptable for this short exercise, but it's unsafe for production envir-
onments. You should authorize only a specific IP address or range of addresses to
access your instance.

4. You can add rules to suit your needs. For example, if your instance is a web server, open ports
80 (HTTP) and 443 (HTTPS) to allow Internet traffic.

To add a rule, click Add Rule, select the protocol to open to network traffic, and then specify
the source. Select My IP from the Source list to let the wizard add your computer's public IP
address. However, if you are connecting through an ISP or from behind your firewall without a
static IP address, you need to find out the range of IP addresses used by client computers.
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10. Onthe Review Instance Launch page, check the details of your instance, and make any necessary
changes by clicking the appropriate Edit link.

When you are ready, click Launch.

11. Inthe Select an existing key pair or create a new key pair dialog box, you can choose an existing
key pair, or create a new one. For example, select Choose an existing key pair, then select the
key pair you created when getting set up.

To launch your instance, select the acknowledgment check box, then click Launch Instances.

Important

We recommend against selecting the Proceed without key pair option. If you launch an
instance without a key pair, you won't be able to connect to it. This option is used only when
you are creating your own AMI and don't need to connect to the instance.

12. If the instance state immediately goes to t er m nat ed instead of r unni ng, you can get information
about why the instance didn't launch. For more information, see Instance terminates immedi-
ately (p. 508).

Launching an Instance Using an Existing Instance
as aTemplate

The Amazon EC2 console provides a Launch More Like This wizard option that enables you to use a
current instance as a template for launching other instances. This option automatically populates the
Amazon EC2 launch wizard with certain configuration details from the selected instance.

Note

The Launch More Like This wizard option does not clone your selected instance; it only replicates
some configuration details. To create a copy of your instance, first create an AMI from it, then
launch more instances from the AMI.

The following configuration details are copied from the selected instance into the launch wizard:

e AMI ID

* Instance type

¢ Availability Zone, or the VPC and subnet in which the selected instance is located
¢ Tags associated with the instance, if applicable

¢ Kernel ID and RAM disk ID, if applicable

« |IAM role associated with the instance, if applicable

¢ Security group associated with the instance

¢ Tenancy setting, if launching into a VPC (shared or dedicated)

* Amazon EBS-optimization setting (true or false)

¢ Public IP address. If the selected instance currently has a public IP address, the new instance receives
a public IP address - regardless of the selected instance's default public IP address setting. For more
information about public IP addresses, see Public IP Addresses and External DNS Hostnames (p. 331).

The following configuration details are not copied from your selected instance; instead, the wizard applies
their default settings or behavior:

¢ Storage: The default storage configuration is determined by the AMI and the instance type.
¢ Termination protection: Disabled by default.

¢ Shutdown behavior: Set to 'stop' by default.

¢ User data: None by default.
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To use your current instance as a template

On the Instances page, select the instance you want to use.
Click Actions, and select Launch More Like This.

The launch wizard opens on the Review Instance Launch page. You can check the details of your
instance, and make any necessary changes by clicking the appropriate Edit link.

When you are ready, click Launch to select a key pair and launch your instance.

Launching an Instance from a Backup

At this time, although you can create a Windows AMI from a snapshot, you can't launch an instance from
the AMI.

Launching an AWS Marketplace Instance

You can subscribe to an AWS Marketplace product and launch an instance from the product's AMI using
the Amazon EC2 launch wizard. For more information about paid AMIs, see Paid AMIs (p. 59). To cancel
your subscription after launch, you first have to terminate all instances running from it. For more information,
see Managing Your AWS Marketplace Subscriptions (p. 62).

To launch an instance from the AWS Marketplace using the launch wizard

1.
2.
3.

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
From the Amazon EC2 dashboard, click Launch Instance.

On the Choose an Amazon Machine Image (AMI) page, select the AWS Marketplace category
on the left. Find a suitable AMI by browsing the categories, or using the search functionality. Click
Select to choose your product.

A dialog displays an overview of the product you've selected. You can view the pricing information,
as well as any other information that the vendor has provided. When you're ready, click Continue.

Note

You are not charged for using the product until you have launched an instance with the AMI.
Take note of the pricing for each supported instance type, as you will be prompted to select
an instance type on the next page of the wizard.

On the Choose an Instance Type page, select the hardware configuration and size of the instance
to launch. When you're done, click Next: Configure Instance Details.

On the next pages of the wizard, you can configure your instance, add storage, and add tags. For
more information about the different options you can configure, see Launching an Instance (p. 131).
Click Next until you reach the Configure Security Group page.

The wizard creates a new security group according to the vendor's specifications for the product.
The security group may include rules that allow all IP addresses (0. 0. 0. 0/ 0) access on RDP (port
3389). We recommend that you adjust these rules to allow only a specific IP address or range of
addresses to access your instance over those specific ports.

When you are ready, click Review and Launch.

On the Review Instance Launch page, check the details of the AMI from which you're about to
launch the instance, as well as the other configuration details you set up in the wizard. When you're
ready, click Launch to choose or create a key pair, and launch your instance.

Depending on the product you've subscribed to, the instance may take a few minutes or more to
launch. You are first subscribed to the product before your instance can launch. If there are any
problems with your credit card details, you will be asked to update your account details. When the
launch confirmation page displays, click View Instances to go to the Instances page.
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Note

You are charged the subscription price as long as your instance is running, even if it is idle.
If your instance is stopped, you may still be charged for storage.

9. When your instance is in the running state, you can connect to it. To do this, select your instance
in the list and click Connect. Follow the instructions in the dialog. For more information about con-
necting to your instance, see Connecting to Your Windows Instance Using RDP (p. 139).

Important

Check the vendor's usage instructions carefully, as you may need to use a specific user
name to log in to the instance. For more information about accessing your subscription details,
see Managing Your AWS Marketplace Subscriptions (p. 62).

Launching an AWS Marketplace AMI Instance Using the API

and CLI

To launch instances from AWS Marketplace products using the APl or command line tools, first ensure
that you are subscribed to the product. You can then launch an instance with the product's AMI ID using

the following methods:

Method
AWS CLI

Amazon EC2 CLI

AWS Tools for Windows
PowerShell

Query API

Documentation

Use the run-instances command, or see the following topic for more
information: Launching an Instance.

Use the ec2-run-instances command, or see the following topic for
more information: Launching an Instance Using the Amazon EC2 CLI.

Use the New-EC2Instance command, or see the following topic for
more information: Launch an Amazon EC2 Instance Using Windows
PowerShell

Use the Runinstances request.

APl Version 2014-09-01
138


http://docs.aws.amazon.com/cli/latest/reference/ec2/run-instances.html
http://docs.aws.amazon.com/cli/latest/userguide/cli-ec2-launch.html#launching-instances
http://docs.aws.amazon.com/AWSEC2/latest/CommandLineReference/ApiReference-cmd-RunInstances.html
http://docs.aws.amazon.com/AWSEC2/latest/CommandLineReference/ec2-cli-launch-instance.html
http://docs.aws.amazon.com/powershell/latest/reference/items/New-EC2Instance.html
http://docs.aws.amazon.com/powershell/latest/userguide/pstools-ec2-launch.html
http://docs.aws.amazon.com/powershell/latest/userguide/pstools-ec2-launch.html
http://docs.aws.amazon.com/AWSEC2/latest/APIReference/ApiReference-query-RunInstances.html

Amazon Elastic Compute Cloud User Guide for Microsoft
Windows
Connect

Connecting to Your Windows Instance Using
RDP

After you launch your instance, you can connect to it and use it the way that you'd use a computer sitting
in front of you.

If you receive an error while attempting to connect to your instance, see Troubleshooting Windows In-
stances (p. 507).

The following instructions explain how to connect to your instance using an RDP client.

Prerequisites

¢ Install an RDP client
Your Windows computer includes an RDP client by default. You can check for an RDP client by typing
mstsc at a Command Prompt window. If your computer doesn't recognize this command, see the Mi-
crosoft Windows home page and search for the download for Remote Desktop Connection. For Mac
OS X, you can use Microsoft's Remote Desktop Connection Client, or the Microsoft Remote Desktop
app from the Apple iTunes store. For Linux, you can use rdesktop.

Important

If you are connecting to a Windows 2012 R2 instance using Mac OS X, the Remote Desktop
Connection client from the Microsoft website may not work. Use the Microsoft Remote Desktop
app from the Apple iTunes store instead.

¢ Get the ID of the instance
You can get the ID of your instance using the Amazon EC2 console (from the Instance ID column). If
you prefer, you can use the describe-instances (AWS CLI) or ec2-describe-instances (Amazon EC2
CLI) command.

¢ Get the public DNS name of the instance
You can get the public DNS for your instance using the Amazon EC2 console (check the Public DNS
column; if this column is hidden, click the Show/Hide icon and select Public DNS). If you prefer, you
can use the describe-instances (AWS CLI) or ec2-describe-instances (Amazon EC2 CLI) command.

¢ Locate the private key
You'll need the fully-qualified path of the . pemfile for the key pair that you specified when you launched
the instance.

¢ Enable inbound RDP traffic from your IP address to your instance
Ensure that the security group associated with your instance allows incoming RDP traffic from your IP
address. For more information, see Authorizing Inbound Traffic for Your Instances (p. 318).

Important
Your default security group does not allow incoming RDP traffic by default.

¢ For the best experience using Internet Explorer, run the latest version.

Connect to Your Windows Instance

To connect to a Windows instance, you must retrieve the initial administrator password and then specify
this password when you connect to your instance using Remote Desktop.

The name of the administrator account depends on the language of the operating system. For example,
for English, it's Administrator, for French it's Administrateur, and for Portuguese it's Administrador. For
more information, see Localized Names for Administrator Account in Windows in the Microsoft TechNet
Wiki.
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Windows instances are limited to two simultaneous remote connections at one time. If you attempt a third
connection, an error will occur. For more information, see Configure the Number of Simultaneous Remote
Connections Allowed for a Connection.

To connect to your Windows instance

1.
2.

In the Amazon EC2 console, select the instance, and then click Connect.

In the Connect To Your Instance dialog box, click Get Password (it will take a few minutes after
the instance is launched before the password is available).

Click Browse and navigate to the private key file you created when you launched the instance. Select
the file and click Open to copy the entire contents of the file into contents box.

Click Decrypt Password. The console displays the default administrator password for the instance
in the Connect To Your Instance dialog box, replacing the link to Get Password shown previously
with the actual password.

Record the default administrator password, or copy it to the clipboard. You need this password to
connect to the instance.

Click Download Remote Desktop File. Your browser prompts you to either open or save the .rdp
file. Either option is fine. When you have finished, you can click Close to dismiss the Connect To
Your Instance dialog box.

« If you opened the .rdp file, you'll see the Remote Desktop Connection dialog box.

« If you saved the .rdp file, navigate to your downloads directory, and double-click the .rdp file to
display the dialog box.

You may get a warning that the publisher of the remote connection is unknown. If you are using
Remote Desktop Connection from a Windows PC, click Connect to connect to your instance. If
you are using Microsoft Remote Desktop on a Mac, skip the next step.

When prompted, log in to the instance, using the administrator account for the operating system and
the password that you recorded or copied previously. If your Remote Desktop Connection already
has an administrator account set up, you might have to click the Use another account option and
enter the user name and password manually.

Note
Sometimes copying and pasting content can corrupt data. If you encounter a "Password
Failed" error when you log in, try typing in the password manually.

Due to the nature of self-signed certificates, you may get a warning that the security certificate could
not be authenticated. Use the following steps to verify the identity of the remote computer, or simply
click Yes or Continue to continue if you trust the certificate.

a. If you are using Remote Desktop Connection from a Windows PC, click View certificate. If
you are using Microsoft Remote Desktop on a Mac, click Show Certificate.

b. Click the Details tab, and scroll down to the Thumbprint entry on a Windows PC, or the SHA1
Fingerprints entry on a Mac. This is the unique identifier for the remote computer's security
certificate.

c. Inthe Amazon EC2 console, select the instance, click Actions, and then click Get System Log.

d. Inthe system log output, look for an entry labelled RDPCERTI FI CATE- THUMBPRI NT. If this value
matches the thumbprint or fingerprint of the certificate, you have verified the identity of the remote
computer.

e. If you are using Remote Desktop Connection from a Windows PC, return to the Certificate
dialog box and click OK. If you are using Microsoft Remote Desktop on a Mac, return to the
Verify Certificate and click Continue.

f.  If you are using Remote Desktop Connection from a Windows PC, click Yes in the Remote
Desktop Connection window to connect to your instance. If you are using Microsoft Remote

APl Version 2014-09-01
140


http://technet.microsoft.com/en-us/library/cc753380.aspx
http://technet.microsoft.com/en-us/library/cc753380.aspx

Amazon Elastic Compute Cloud User Guide for Microsoft
Windows
Transfer Files to Windows Server Instances

Desktop on a Mac, log in to the instance as prompted, using the default Administrator account
and the default administrator password that you recorded or copied previously.

Note
On a Mac, you may need to switch spaces to see the Microsoft Remote Desktop login
screen. For more information on spaces, see http://support.apple.com/kb/PH14155.

After you connect, we recommend that you do the following:

« Change the administrator password from the default value. You change the password while logged on
to the instance itself, just as you would on any other Windows Server.

¢ Create another user account with administrator privileges on the instance. Another account with admin-
istrator privileges is a safeguard if you forget the administrator password or have a problem with the
administrator account.

Transfer Files to Windows Server Instances

You can work with your Windows instance the same way that you would work with any Windows server.
For example, you can transfer files between a Windows instance and your local computer using the local
file sharing feature of the Microsoft Remote Desktop Connection software. If you enable this option, you
can access your local files from your Windows instances. You can access local files on hard disk drives,
DVD drives, portable media drives, and mapped network drives. For more information about this feature,
go to the following articles:

¢ How to gain access to local files in a remote desktop session to a Windows XP-based or to a Windows
Server 2003-based host computer

¢ Make Local Devices and Resources Available in a Remote Session

¢ Getting Started with Remote Desktop Client on Mac

Stop and Start Your Instance

You can stop and restart your instance if it has an Amazon EBS volume as its root device. The instance
retains its instance ID, but can change as described in the Overview section.

When you stop an instance, we shut it down. We don't charge hourly usage for a stopped instance, or
data transfer fees, but we do charge for the storage for any Amazon EBS volumes. Each time you start
a stopped instance we charge a full instance hour, even if you make this transition multiple times within
a single hour.

While the instance is stopped, you can treat its root volume like any other volume, and modify it (for ex-
ample, repair file system problems or update software). You just detach the volume from the stopped in-
stance, attach it to a running instance, make your changes, detach it from the running instance, and then
reattach it to the stopped instance. Make sure that you reattach it using the storage device name that's

specified as the root device in the block device mapping for the instance.

If you decide that you no longer need an instance, you can terminate it. As soon as the state of an instance
changes to shut t i ng- down or t er m nat ed, we stop charging for that instance. For more information,
see Terminate Your Instance (p. 147).

Topics
e Overview (p. 142)
¢ Stopping and Starting Your Instances (p. 142)

APl Version 2014-09-01
141


http://support.apple.com/kb/PH14155
http://support.microsoft.com/kb/313292
http://support.microsoft.com/kb/313292
http://technet.microsoft.com/en-us/library/cc770631.aspx
http://technet.microsoft.com/en-us/library/dn473012.aspx

Amazon Elastic Compute Cloud User Guide for Microsoft
Windows
Overview

¢ Modifying a Stopped Instance (p. 143)

Overview

You can only stop an Amazon EBS-backed instance. To verify the root device type of your instance, de-
scribe the instance and check whether the device type of its root volume is ebs (Amazon EBS-backed

instance) ori nst ance st or e (instance store-backed instance). For more information, see Determining
the Root Device Type of Your AMI (p. 50).

When you stop a running instance, the following happens:

The instance performs a normal shutdown and stops running; its status changes to st oppi ng and
then st opped.

Any Amazon EBS volumes remain attached to the instance, and their data persists.

Any data stored in the RAM of the host computer or the instance store volumes of the host computer
is gone.

EC2-Classic: We release the public and private IP addresses for the instance when you stop the instance,
and assign new ones when you restart it.

EC2-VPC: The instance retains its private IP addresses when stopped and restarted. We release the
public IP address and assign a new one when you restart it.

EC2-Classic: We disassociate any Elastic IP address (EIP) that's associated with the instance. You're
charged for Elastic IP addresses that aren't associated with an instance. When you restart the instance,
you must associate the Elastic IP address with the instance; we don't do this automatically.

EC2-VPC: The instance retains its associated Elastic IP addresses (EIP). You're charged for any
Elastic IP addresses associated with a stopped instance.

When you stop and restart a Windows instance, by default, we change the instance host name to match
the new IP address and initiate a reboot. By default, we also change the drive letters for any attached
Amazon EBS volumes. For more information about these defaults and how you can change them, see
Configuring a Windows Instance Using the EC2Config Service (p. 153).

If you've registered the instance with a load balancer, it's likely that the load balancer won't be able to
route traffic to your instance after you've stopped and restarted it. You must de-register the instance
from the load balancer after stopping the instance, and then re-register after starting the instance. For
more information, see De-Registering and Registering Amazon EC2 Instances in the Elastic Load
Balancing Developer Guide.

For more information, see Differences Between Reboot, Stop, and Terminate (p. 129).

You can modify the following attributes of an instance only when it is stopped:

Instance type
User data
Kernel

RAM disk

If you try to modify these attributes while the instance is running, Amazon EC2 returns the | ncorr ect -
I nst anceSt at e error.

Stopping and Starting Your Instances

You can start and stop your Amazon EBS-backed instance using the console or the command line.
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By default, when you initiate a shutdown from an Amazon EBS-backed instance (using the shutdown,
halt, or poweroff command), the instance stops. You can change this behavior so that it terminates instead.
For more information, see Changing the Instance Initiated Shutdown Behavior (p. 149).

To stop and start an Amazon EBS-backed instance using the console

1. Inthe navigation pane, click Instances, and select the instance.

2. [EC2-Classic] If the instance has an associated Elastic IP address, write down the Elastic IP address
and the instance ID shown in the details pane.

3. Click Actions, and then click Stop. If Stop is disabled, either the instance is already stopped or its
root device is an instance store volume.

4. In the confirmation dialog box, click Yes, Stop. It can take a few minutes for the instance to stop.

[EC2-Classic] When the instance state becomes st opped, the Elastic IP, Public DNS, Private
DNS, and Private IPs fields in the details pane are blank to indicate that the old values are no longer
associated with the instance.

5. While your instance is stopped, you can modify certain instance attributes. For more information,
see Modifying a Stopped Instance (p. 143).

6. To restart the stopped instance, select the instance, click Actions, and then click Start.

7. Inthe confirmation dialog box, click Yes, Start. It can take a few minutes for the instance to enter
the r unni ng state.

[EC2-Classic] When the instance state becomes r unni ng, the Public DNS, Private DNS, and
Private IPs fields in the details pane contain the new values that we assigned to the instance.

8. [EC2-Classic] If your instance had an associated Elastic IP address, you must reassociate it as follows:

In the navigation pane, click Elastic IPs.
Select the Elastic IP address that you wrote down before you stopped the instance.
Click Associate Address.

Select the instance ID that you wrote down before you stopped the instance, and then click
Associate.

oo op

To stop and start an Amazon EBS-backed instance using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

» stop-instances and start-instances (AWS CLI)
e ec2-stop-instances and ec2-start-instances (Amazon EC2 CLI)
» Stop-EC2Instance and Start-EC2Instance (AWS Tools for Windows PowerShell)

Modifying a Stopped Instance

You can change the instance type and user data attributes using the AWS Management Console or the
command line interface. You can't use the AWS Management Console to modify the kernel or RAM disk
attributes.

To change the instance type for a stopped instance using the console

1. Inthe navigation pane, click Instances.
2. Select the stopped instance, click Actions, and then click Change Instance Type.
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3. Inthe Change Instance Type dialog box, in the Instance Type list, select the type of instance you
need, and then click Apply.

For more information, see Resizing Your Instance (p. 97).

To change the user data for a stopped instance using the console

1. Inthe navigation pane, click Instances.
2. Select the stopped instance, click Actions, and then click View/Change User Data.

3. Inthe View/Change User Data dialog box, update the user data, and then click Save. Note that you
can't change the user data if the instance is running, but you can view it.

To modify an instance attribute using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ modify-instance-attribute (AWS CLI)
¢ ec2-modify-instance-attribute (Amazon EC2 CLI)
¢ Edit-EC2InstanceAttribute (AWS Tools for Windows PowerShell)

Reboot Your Instance

An instance reboot is equivalent to an operating system reboot. In most cases, it takes only a few minutes
to reboot your instance. When you reboot an instance, it remains on the same physical host, so your in-
stance keeps its public DNS name, private IP address, and any data on its instance store volumes.

Rebooting an instance doesn't start a new instance billing hour, unlike stopping and restarting your instance.

We might schedule your instance for a reboot for necessary maintenance, such as to apply updates that
require a reboot. No action is required on your part; we recommend that you wait for the reboot to occur
within its scheduled window. For more information, see Monitoring Events for Your Instances (p. 204).

We recommend that you use Amazon EC2 to reboot your instance instead of running the operating system
reboot command from your instance.

To reboot an instance using the console

Open the Amazon EC2 console.

In the navigation pane, click Instances.

Select the instance, click Actions, and then click Reboot.
Click Yes, Reboot when prompted for confirmation.

PowonNE

To reboot an instance using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

* reboot-instances (AWS CLI)
¢ ec2-reboot-instances (Amazon EC2 CLI)
* Restart-EC2Instance (AWS Tools for Windows PowerShell)
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Instance Retirement

An instance is scheduled to be retired when AWS detects irreparable failure of the underlying hardware
hosting the instance. When an instance reaches its scheduled retirement date, it is stopped or terminated
by AWS. If your instance root device is an Amazon EBS volume, the instance is stopped, and you can
start it again at any time. Starting the stopped instance migrates it to new hardware. If your instance root
device is an instance store volume, the instance is terminated, and cannot be used again.

Topics
« Identifying Instances Scheduled for Retirement (p. 145)
¢ Working with Instances Scheduled for Retirement (p. 146)

For more information about types of instance events, see Monitoring Events for Your Instances (p. 204).

Identifying Instances Scheduled for Retirement

If your instance is scheduled for retirement, you'll receive an email prior to the event with the instance ID
and retirement date. This email is sent to the address that's associated with your account; the same email
address that you use to log in to the AWS Management Console. If you use an email account that you
do not check regularly, then you can use the Amazon EC2 console or the command line to determine if
any of your instances are scheduled for retirement.

To identify instances scheduled for retirement using the console

1. Open the Amazon EC2 console.

2. Inthe navigation pane, click EC2 Dashboard. Under Scheduled Events, you can see the events
associated with your Amazon EC2 instances and volumes, organized by region.

Scheduled Events ™

US East (N. Virginia):
1 instances have scheduled events

3. If you have an instance with a scheduled event listed, click its link below the region nhame to go to
the Events page.

4. The Events page lists all resources with events associated with them. To view instances that are
scheduled for retirement, select Instance resources from the first filter list, and then Instance retire-
ment from the second filter list.

5. If the filter results show that an instance is scheduled for retirement, select it, and note the date and
time in the Start time field in the details pane. This is your instance retirement date.

To identify instances scheduled for retirement using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ describe-instance-status (AWS CLI)
e ec2-describe-instance-status (Amazon EC2 CLI)
¢ Get-EC2InstanceStatus (AWS Tools for Windows PowerShell)
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Working with Instances Scheduled for Retirement

There are a number of actions available to you when your instance is scheduled for retirement. The action
you take depends on whether your instance root device is an Amazon EBS volume, or an instance store
volume. If you do not know what your instance root device type is, you can find out using the Amazon
EC2 console or the command line.

Determining Your Instance Root Device Type

To determine your instance root device type using the console

1. Inthe navigation pane, click Events. Use the filter lists to identify retiring instances, as demonstrated
in the procedure above, Identifying instances scheduled for retirement (p. 145).

2. Inthe Resource ID column, click the instance ID to go to the Instances page.

3. Select the instance and locate the Root device type field in the Description tab. If the value is ebs,
then your instance is EBS-backed. If the value is i nst ance- st or e, then your instance is instance
store-backed.

To determine your instance root device type using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

e describe-instances (AWS CLI)
* ec2-describe-instances (Amazon EC2 CLI)
¢ Get-EC2Instance (AWS Tools for Windows PowerShell)

Managing Instances Scheduled for Retirement

You can perform one of the actions listed below in order to preserve the data on your retiring instance.
It's important that you take this action before the instance retirement date, to prevent unforeseen downtime
and data loss.

Warning

If your instance store-backed instance passes its retirement date, it's terminated and you cannot
recover the instance or any data that was stored on it. Regardless of the root device of your in-
stance, the data on instance store volumes is lost when the instance is retired, even if they are
attached to an EBS-backed instance.

Instance Root Device | Action
Type

EBS Wait for the scheduled retirement date - when the instance is stopped - or
stop the instance yourself before the retirement date. You can start the
instance again at any time. For more information about stopping and starting
your instance, and what to expect when your instance is stopped, such as
the effect on public, private and Elastic IP addresses associated with your
instance, see Stop and Start Your Instance (p. 141).

EBS Create an EBS-backed AMI from your instance, and launch a replacement
instance. For more information, see Creating an Amazon EBS-Backed
Windows AMI (p. 62).
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Instance Root Device | Action
Type
Instance store Bundle your instance, and then create an instance store-backed AMI from

the manifest that's created during bundling. You can launch a replacement
instance from your new AMI. For more information, see Creating an Instance
Store-Backed Windows AMI (p. 64).

Terminate Your Instance

When you've decided that you no longer need an instance, you can terminate it. As soon as the state of
an instance changes to shut t i ng- down or t er m nat ed, you stop incurring charges for that instance.

You can't connect to or restart an instance after you've terminated it. However, you can launch additional
instances using the same AMI. If you'd rather stop and restart your instance, see Stop and Start Your
Instance (p. 141). For more information, see Differences Between Reboot, Stop, and Terminate (p. 129).

Topics
¢ Instance Termination (p. 147)
¢ Terminating an Instance (p. 148)
¢ Enabling Termination Protection for an Instance (p. 148)
¢ Changing the Instance Initiated Shutdown Behavior (p. 149)
¢ Preserving Amazon EBS Volumes on Instance Termination (p. 150)

Instance Termination

After you terminate an instance, it remains visible in the console for a short while, and then the entry is
deleted.

When an instance terminates, the data on any instance store volumes associated with that instance is
deleted.

By default, any Amazon EBS volumes that you attach as you launch the instance are automatically deleted
when the instance terminates. However, by default, any volumes that you attach to a running instance
persist even after the instance terminates. This behavior is controlled by the volume's Del et eOnTer mi n-
at i on attribute, which you can modify. For more information, see Preserving Amazon EBS Volumes on
Instance Termination (p. 150).

You can prevent an instance from being terminated accidentally by someone using the AWS Management
Console, the CLI, and the API. This feature is available for both Amazon EC2 instance store-backed and
Amazon EBS-backed instances. Each instance has a Di sabl eApi Ter mi nat i on attribute with the default
value of f al se (the instance can be terminated through Amazon EC2). You can modify this instance at-
tribute while the instance is running or stopped (in the case of Amazon EBS-backed instances). For more
information, see Enabling Termination Protection for an Instance (p. 148).

You can control whether an instance should stop or terminate when shutdown is initiated from the instance
using an operating system command for system shutdown. For more information, see Changing the In-
stance Initiated Shutdown Behavior (p. 149).

If you run a script on instance termination, your instance might have an abnormal termination, because
we have no way to ensure that shutdown scripts run. Amazon EC2 attempts to shut an instance down
cleanly and run any system shutdown scripts; however, certain events (such as hardware failure) may
prevent these system shutdown scripts from running.
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Terminating an Instance

You can terminate an instance using the AWS Management Console or the command line.

To terminate an instance using the console

1. Before you terminate the instance, verify that you won't lose any data by checking that your Amazon
EBS volumes won't be deleted on termination and that you've copied any data that you need from
your instance store volumes to Amazon EBS or Amazon S3.

Open the Amazon EC2 console.

In the navigation pane, click Instances.

Select the instance, click Actions, and then click Terminate.
Click Yes, Terminate when prompted for confirmation.

A

To terminate an instance using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ terminate-instances (AWS CLI)
e ec2-terminate-instances (Amazon EC2 CLI)
¢ Stop-EC2Instance (AWS Tools for Windows PowerShell)

Enabling Termination Protection for an Instance

By default, you can terminate your instance using the Amazon EC2 console, command line interface, or
API. If you want to prevent your instance from being accidentally terminated using Amazon EC2, you can
enable termination protection for the instance. The Di sabl eApi Ter m nat i on attribute controls whether
the instance can be terminated using the console, CLI, or API. By default, termination protection is disabled
for your instance. You can set the value of this attribute when you launch the instance, while the instance
is running, or while the instance is stopped (for Amazon EBS-backed instances).

The Di sabl eApi Ter mi nati on attribute does not prevent you from terminating an instance by initiating
shutdown from the instance (using an operating system command for system shutdown) when the | n-
st ancel ni ti at edShut downBehavi or attribute is set. For more information, see Changing the Instance
Initiated Shutdown Behavior (p. 149).

Instances that are part of an Auto Scaling group are not covered by termination protection. For more in-
formation, see Instance Termination Policy for Your Auto Scaling Group in the Auto Scaling Developer
Guide.

You can enable or disable termination protection using the AWS Management Console or the command
line.

To enable termination protection for an instance at launch time

1. Onthe dashboard of the Amazon EC2 console, click Launch Instance and follow the directions in
the wizard.

2. Onthe Configure Instance Details page, select the Enable termination protection check box.

To enable termination protection for a running or stopped instance

1. Select the instance, click Actions, and then click Change Termination Protection.
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2. Click Yes, Enable.

To disable termination protection for a running or stopped instance

1. Select the instance, click Actions, and then click Change Termination Protection.
2. Click Yes, Disable.

To enable or disable termination protection using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

« modify-instance-attribute (AWS CLI)
¢ ec2-modify-instance-attribute (Amazon EC2 CLI)
« Edit-EC2InstanceAttribute (AWS Tools for Windows PowerShell)

Changing the Instance Initiated Shutdown Behavi-
or

By default, when you initiate a shutdown from an Amazon EBS-backed instance (using a command such
as shutdown, halt, or poweroff), the instance stops. You can change this behavior using the | nst ancel n-
i tiat edShut downBehavi or attribute for the instance so that it terminates instead. You can update this
attribute while the instance is running or stopped.

You can update the | nst ancel ni ti at edShut downBehavi or attribute using the AWS Management
Console or the command line.

To change the shutdown behavior of an instance using the console

1. Open the Amazon EC2 console.
2. In the navigation pane, click Instances.

3. Select the instance, click Actions, and then click Change Shutdown Behavior. The current beha-
vior is already selected.

4. To change the behavior, select an option from the Shutdown behavior list, and then click Apply.

Change Shutdown Behavior X

Instance ID i-1a2b3cdd
Shutdown behavior | Stop G

| Terminate

Cancel

To change the shutdown behavior of an instance using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ modify-instance-attribute (AWS CLI)
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¢ ec2-modify-instance-attribute (Amazon EC2 CLI)
« Edit-EC2InstanceAttribute (AWS Tools for Windows PowerShell)

Preserving Amazon EBS Volumes on Instance
Termination

By default, we do the following:

« Preserve any volumes that you attach to a running instance even after the instance terminates
* Preserve any volumes that you attach to your instance at launch when you stop and restart an instance

¢ Delete the volumes that you attach to your instance at launch, including the root device volume, when
you terminate the instance

You can change this behavior using the Del et eOnTer ni nat i on attribute for the volume. If the value of
this attribute is t r ue, we delete the volume after the instance terminates; otherwise, we preserve the
volume. If the Del et eOnTer mi nat i on attribute of a volume is f al se, the volume persists in its current
state. You can take a snapshot of the volume, and you can attach it to another instance.

If you detach a volume that you attached to your instance at launch, and then reattach it, we preserve it
even after the instance terminates. In other words, its Del et eOnTer mi nat i on attribute is setto f al se.

You can see the value for the Del et eOnTer mi nat i on attribute on the volumes attached to an instance
by looking at the instance's block device mapping. For more information, see Viewing the Amazon EBS
Volumes in an Instance Block Device Mapping (p. 429).

You can update the Del et eOnTer mi nat i on attribute using the AWS Management Console or the
command line.

Changing the Root Volume to Persist Using the Console

Using the console, you can change the Del et eOnTer mi nat i on attribute when you launch an instance.
To change this attribute for a running instance, you must use the command line.

To change the root volume of an instance to persist at launch using the console

1. Open the Amazon EC2 console.

2. From the console dashboard, click Launch Instance.

3. Onthe Choose an Amazon Machine Image (AMI) page, choose an AMI and click Select.

4. Follow the wizard to complete the Choose an Instance Type and Configure Instance Details
pages.

5. Onthe Add Storage page, deselect the Delete On Termination check box for the root volume.

6. Complete the remaining wizard pages, and then click Launch.

You can verify the setting by viewing details for the root device volume on the instance's details pane.
Next to Block devices, click the entry for the root device volume. By default, Delete on termination is
Tr ue. If you change the default behavior, Delete on termination is Fal se.

APl Version 2014-09-01
150


http://docs.aws.amazon.com/AWSEC2/latest/CommandLineReference/ApiReference-cmd-ModifyInstanceAttribute.html
http://docs.aws.amazon.com/powershell/latest/reference/items/Edit-EC2InstanceAttribute.html

Amazon Elastic Compute Cloud User Guide for Microsoft
Windows
Preserving Amazon EBS Volumes on Instance Termina-
tion

Changing the Root Volume of a Running Instance to Persist
Using the Command Line

You can use one of the following commands to change the root device volume of a running instance to

persist. The root device is typically xvda. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ modify-instance-attribute (AWS CLI)
¢ ec2-modify-instance-attribute (Amazon EC2 CLI)
¢ Edit-EC2InstanceAttribute (AWS Tools for Windows PowerShell)

Example for AWS CLI

The following command preserves the root volume by setting its Del et eOnTer ni nat i on attributes to
fal se.

C\> aws ec2 nodi fy-instance-attribute --instance-id i-5203422c --bl ock-devi ce-
mappi ngs "[{\"Devi ceName\":\"xvda\",\"Ebs\": {\"Del eteOnTermi nation\": fal se}}]"

You can confirm that del et eOnTer mi nat i on is f al se by using the describe-instances command and
looking for the Bl ockDevi ceMappi ngs entry for xvda in the command output.

Example for Amazon EC2 CLI

The following command preserves the root volume by setting its Del et eOnTer mi nat i on attribute to
fal se.

C.\> ec2-nodi fy-instance-attribute i-5203422c -b "xvda=::fal se"

Changing the Root Volume of an Instance to Persist at
Launch Using the Command Line

When you launch an instance, you can use one of the following commands to change the root device

volume to persist. The root device is typically xvda. For more information about these command line in-
terfaces, see Accessing Amazon EC2 (p. 3).

e run-instances (AWS CLI)
e ec2-run-instances (Amazon EC2 CLI)
¢ New-EC2Instance (AWS Tools for Windows PowerShell)

Example for AWS CLI

The following command preserves the root volume by setting its Del et eOnTer ni nat i on attributes to
fal se.

C\> aws ec2 run-instances --inmage-id am -1a2b3c4d --bl ock-devi ce- mappi ngs
"[{\"Devi ceNane\":\"xvda\",\"Ebs\": {\"Del eteOnTerm nati on\":fal se}}]" other
paraneters. ..

You can confirm that del et eOnTer mi nat i on is f al se by using the describe-instances command and
looking for the Bl ockDevi ceMappi ngs entry for xvda in the command output.
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Example for Amazon EC2 CLI

The following command preserves the root volume by setting its Del et eOnTer mi nat i on attribute to
fal se.

C\> ec2-run-instances ani -1a2b3c4d -b "xvda=::false" other paraneters... -v
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Configuring Your Windows
Instance

A Windows instance is a virtual server running Microsoft Windows Server in the cloud.

After you have successfully launched and logged into your instance, you can make changes to it so that
it's configured to meet the needs of a specific application. The following are some common tasks to help
you get started.

Tasks
¢ Configuring a Windows Instance Using the EC2Config Service (p. 153)
¢ Upgrading PV Drivers on Your Windows AMI (p. 175)
¢ Setting Passwords for Windows Instances (p. 184)
¢ Setting the Time for a Windows Instance (p. 189)
¢ Configuring a Secondary Private IP Address for Your Windows Instance in a VPC (p. 191)

Configuring a Windows Instance Using the
EC2Config Service

AWS Windows AMlIs contain an additional service installed by Amazon Web Services, the EC2Config
service. Although optional, this service provides access to advanced features that aren't otherwise available.
This service runs in the LocalSystem account and performs tasks on the instance. For example, it can
send Windows event logs and IS request logs to Amazon CloudWatch Logs. For more information about
how to configure EC2Config for use with CloudWatch Logs, see Sending Performance Counters to
CloudWatch and Logs to CloudWatch Logs (p. 163). The service binaries and additional files are contained
in the %°r ogr anFi | es% Amazon\ EC2Conf i gSer vi ce directory.

The EC2Config service is started when the instance is booted. It performs tasks during initial instance
startup and each time you stop and start the instance. It can also perform tasks on demand. Some of
these tasks are automatically enabled, while others must be enabled manually. EC2Config uses settings
files to control its operation. You can update these settings files using either a graphical tool or by directly
editing XML files.

The EC2Config service runs Sysprep, a Microsoft tool that enables you to create a customized Windows
AMI that can be reused. For more information about Sysprep, see Sysprep Technical Reference.
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When EC2Config calls Sysprep, it uses the settings files in EC2Conf i gSer vi ce\ Set t i ngs to determine
which operations to perform. You can edit these files indirectly using the Ec2 Service Properties dialog
box, or directly using an XML editor or a text editor. However, there are some advanced settings that
aren't available in the Ec2 Service Properties dialog box, so you must edit those entries directly.

If you create an AMI from an instance after updating its settings, the new settings are applied to any in-
stance that's launched from the new AMI. For information about creating an AMI, see Creating an Amazon
EBS-Backed Windows AMI (p. 62).

Contents
¢ Overview of EC2Config Tasks (p. 154)
¢ Ec2 Service Properties (p. 155)
¢ EC2Config Settings Files (p. 160)
¢ Sending Performance Counters to CloudWatch and Logs to CloudWatch Logs (p. 163)
¢ Installing the Latest Version of EC2Config (p. 173)
¢ Stopping, Deleting, or Uninstalling EC2Config (p. 174)

Overview of EC2Config Tasks

EC2Config runs initial startup tasks when the instance is first started and then disables them. To run
these tasks again, you must explicitly enable them prior to shutting down the instance, or by running
Sysprep manually. These tasks are as follows:

¢ Set a random, encrypted password for the administrator account.

¢ Generate and install the host certificate used for Remote Desktop Connection.

¢ Dynamically extend the operating system partition to include any unpartitioned space.
¢ Execute the specified user data (and Cloud-Init, if it's installed).

EC2Config performs the following tasks every time the instance starts:

¢ Set the computer host name to match the private DNS name (this task is disabled by default and must
be enabled in order to run at instance start).

¢ Configure the key management server (KMS), check for Windows activation status, and activate Windows
as necessary.

¢ Format and mount any Amazon EBS volumes and instance store volumes, and map volume names
to drive letters.

« Write event log entries to the console to help with troubleshooting (this task is disabled by default and
must be enabled in order to run at instance start).

¢ Write to the console that Windows is ready.
¢ Add a custom route to the primary network adapter to enable the following IP addresses when multiple

NICs are attached: 169.254.169.250, 169.254.169.251, and 169.254.169.254. These addresses are
used by Windows Activation and when you access instance metadata.

EC2Config performs the following task every time a user logs in:

« Display wallpaper information to the desktop background.

While the instance is running, you can request that EC2Config perform the following task on demand:

¢ Run Sysprep and shut down the instance so that you can create an AMI from it. For more information,
see Creating an Amazon EBS-Backed Windows AMI (p. 62).
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EC2Config creates a WMI object that you can use to detect when Windows is ready. You can get the
value of Confi gur ati onConpl et e as follows, and test whether it is t r ue.

(Get-Wr (bj ect - Nanespace root\ Amazon -Cl ass EC2_ConfigService). Configuration
Conpl et e

Ec2 Service Properties

The following procedure describes how to use the Ec2 Service Properties dialog box to enable or disable
settings.

To change settings using the Ec2 Service Properties dialog box

1. Launch and connect to your Windows instance.
2. From the Start menu, click All Programs, and then click EC2ConfigService Settings.

Ec2 Service Properties |;|i-
General | Image | Storage | Support EI

Set Computer Name

[] Set the computer name of the instance to ip-chex Intemal P> name.
Disable this feature to persist your own computer name setting.

User Data

[] Enable UserData execution for next service start (automatically enabled at Sysprep)
©Q. <script></script> or <powershell></powershell

Event Log

["] Output event log entries on the console for easy monitoring and

debugging from the client.

CloudWatch Logs
[[] Enable CloudWatch Logs integration

Wallpaper Information

Check the box to overay information on the curent wallpaper
This will be generated eventime a user logs in.
Uncheck the bax to reset the background to what was previously set.

Mote: These changes will take affect on next boot or restart of the ec2config service.

Attribition
Version: 2.2.10.22

ok | [ Canesl | [ aepy

3. Onthe General tab of the Ec2 Service Properties dialog box, you can enable or disable the following
settings.

Set Computer Name
If this setting is enabled (it is disabled by default), the host name is compared to the current in-
ternal IP address at each boot; if the host name and internal IP address do not match, the host
name is reset to contain the internal IP address and then the system reboots to pick up the new
host name. To set your own host name, or to prevent your existing host name from being modified,
do not enable this setting.

User Data
User data execution enables you to inject scripts into the instance metadata during the first
launch. From an instance, you can read user data at http://169.254.169.254/latest/user-data/.
This information remains static for the life of the instance, persisting when the instance is stopped
and started, until it is terminated.
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If you use a large script, we recommend that you use user data to download the script, and then
execute it.

For EC2Config to execute user data, you must enclose the lines of the script within one of the
following special tags:
<scri pt></script>

Run any command that you can run at the cnd. exe prompt.

Example: <script>dir > c:\test.|og</script>

<power shel | ></ power shel | >
Run any command that you can run at the Windows PowerShell prompt.

If you use an AMI that includes the AWS Tools for Windows PowerShell, you can also use
those cmdlets. If you specify an IAM role when you launch your instance, then you don't
need to specify credentials to the cmdlets, as applications that run on the instance can use
the role's credentials to access AWS resources such as Amazon S3 buckets.

Example: <power shel | >Read- S3(bj ect - Bucket Nanme nyS3Bucket -Key ny-
Fol der/nyFile.zip -File c:\destinationFile.zip</powershell>

You can separate the commands in a script using line breaks.

If EC2Config finds scri pt or power shel | tags, it saves the script to a batch or PowerShell
file inits / Scri pt s folder. It runs these files when the instance starts. If both scri pt and
power shel | tags are present, it runs the batch script first and the PowerShell script next, re-
gardless of the order in which they appear.

The / Logs folder contains output from the standard output and standard error streams.

EC2Config expects the user data to be available in base64 encoding. If the user data is not
available in base64 encoding, EC2Config logs an error about being unable to find scri pt or
power shel | tags to execute. If your encoding is not correct, the following is an example that
sets the encoding using PowerShell.

$UserData = [ System Convert]:: ToBase64Stri ng([ Syst em Text. Encodi ng]: : AS
Cll.GetBytes($Script))

Initial Boot

By default, all Amazon AMIs have user data execution enabled for the initial boot. If you click
Shutdown with Sysprep in EC2Config, user data execution is enabled, regardless of the setting
of the User Data check box.

User data execution happens under the local administrator user only when a random password
is generated. This is because EC2Config generates the password and is aware of the credentials
briefly (prior to sending to the console). EC2Config doesn't store or track password changes, so
when you don't generate a random password, user data execution is performed by the
EC2Config service account.

Subsequent Boots

Because Amazon AMIs automatically disable user data execution after the initial boot, you must
do one of the following to make user data persist across reboots:

* Programmatically create a scheduled task to run at system start using scht asks. exe
/ Cr eat e, and point the scheduled task to the user data script (or another script) at C: \ Pr ogr am
Fi | es\ Amazon\ Ec2Confi gServer\ Scri pt s\ User Scri pt. psl.

* Programmatically enable the user data plug-in in Conf i g. xm using a script similar to the
following:
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<power shel | >

$EC2Set ti ngsFi | e="C. \ Program Fi | es\ Amazon\ Ec2Confi gSer vi ce\ Setti ngs\ Con
fig.xm"

$xm = [xnml ] (get-content $EC2Setti ngsFile)

$xml El enent = $xmi . get _Docunent El enent ()

$xm El ement ToModi fy = $xml El enent . Pl ugi ns

foreach ($el ement in $xnl El ement ToModi fy. Pl ugi n)
if (%el ement.nane -eq "Ec2Set Password")
{

$el enent . St at e=" Enabl ed"

el seif (%el ement. nanme -eq "Ec2Handl eUser Dat a")
{

}

}
$xml . Save( $EC2Set ti ngsFi | e)
</ power shel | >

$el enent . St at e=" Enabl ed"

 Starting with EC2Config version 2.1.10, you can use <per si st >t r ue</ per si st >to enable
the plug-in after user data execution.

<power shel | >

insert script here
</ power shel | >
<per si st >true</ persi st >

Event Log
Use this setting to display event log entries on the console during boot for easy monitoring and
debugging.

Click Settings to specify filters for the log entries sent to the console. By default, the three most
recent error entries from the system event log are sent to the console.

CloudWatch Logs
Starting with EC2Config version 2.2.5 (version 2.2.6 or later is recommended), you can export
all Windows Server messages in the System log, Security log, Application log, and IIS log to
CloudWatch Logs and monitor them using CloudWatch metrics. EC2Config version 2.2.10 or
later adds the ability to export any event log data, Event Tracing (Windows) data, or text-based
log files to CloudWatch Logs. In addition, you can also export performance counter data to
CloudWatch For more information, see Monitoring System, Application, and Custom Log Files
in the Amazon CloudWatch Developer Guide.

1. Select Enable CloudWatch integration, and then click OK.

Edit the \Amazon\Ec2ConfigService\Settings\AWS.EC2.Windows.CloudWatch.json
file and configure the types of logs you want to send to CloudWatch Logs. For more inform-
ation, see Sending Performance Counters to CloudWatch and Logs to CloudWatch

Logs (p. 163).

Wallpaper Information
Use this setting to display system information on the desktop background. The following is an
example of the information displayed on the desktop background.
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Hostname : WIN-00J3EXAMPLE
Instance ID : i-2ecdbaab2
Public IP Address : 203.0.113.17
Private IP Address 10.204.22.250
Availability Zone : wus-east-1d

Instance Size : ml.large
Architecture : AMDE4
Total Memory : 7.5 GB

Processing Power : 4 ECUs
I/0 Performance : High

The information displayed on the desktop background is controlled by the settings file EC2Con-
figService\Settings\Wll paperSettings.xn.

4. Click the Storage tab. You can enable or disable the following settings.

Ec2 Service Properties = I:’IIII
|GE|"IE|EI| I Image | Storage |Supporl | EI

Root Volume

[] Dynamically extend OS5 Parttion to consume free space on next service start

Inttialize Drives
Inttialize and format all the uninitialized drives attached to the instance

ephemeral dives (d.e...) are inititalized by this featurs.
Diive Letter Mapping
Map volume names to drive |etters.

To use this feature, change the name of the volume that needs to be mourted
to  fieed drive letter on this instance. Then set the volume name and drive

letter mapping.
Mappings

Mote: This setting will not change the drive letters already mounted

ok | [ Cancel | [ Apply

Root Volume
This setting dynamically extends Disk 0/Volume 0 to include any unpartitioned space. This can
be useful when the instance is booted from a root device volume that has a custom size.

Initialize Drives
This setting formats and mounts all instance store volumes attached to the instance during start.

Drive Letter Mapping
The system maps the volumes attached to an instance to drive letters. For Amazon EBS volumes,
the default is to assign drive letters going from D: to Z:. For instance store volumes, the default
depends on the driver. Citrix PV drivers assign instance store volumes drive letters going from
Z:to A:. Red Hat drivers assign instance store volumes drive letters going from D: to Z:.

To choose the drive letters for your volumes, click Mappings. In the DriveLetterSetting dialog
box, specify the Volume Name and Drive Letter values for each volume, and then click OK.
We recommend that you select drive letters that avoid conflicts with drive letters that are likely
to be in use, such as drive letters in the middle of the alphabet.
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After you specify a drive letter mapping and attach a volume with same label as one of the volume
names that you specified, EC2Config automatically assigns your specified drive letter to that
volume. However, the drive letter mapping fails if the drive letter is already in use. Note that
EC2Config doesn't change the drive letters of volumes that were already mounted when you

specified the drive letter mapping.

To save your settings and continue working on them later, click OK to close the Ec2 Service Prop-
erties dialog box.

Otherwise, if you have finished customizing your instance and are ready to create your AMI from this
instance, click the Image tab.

Ec2 Service Properties |;|i-

[ General | Image | Storage | Support |

(m]e]

Sysprep
Sysprep is a Microsoft tool that prepares an image for muttiple launches.

MOTE: Afterthis EBS-oot instance shuts down. you will have to un ECZ's Create

Image APl call {ec2-create-image) against it in order to actually create the
AML

Administrator Password

() Random (Retrieve password from console; set at next service start)

) Specify (Stores in Sysprep answer fils as clear text): l:l

@ Keep Existing (Will not be able to retrieve password from console)

NOTE: 'Keep Existing' will not work in Windows 2008 and greater when
running Sysprep because Sysprep will wipe the existing local
Administrator password: workaround is to create another local admin
user or set a group policy.

Shutdown without Sysprep | | Shutdown with Sysprep |

Mote: f you have changed the Time Zone on the
machine, please edt the sysprep answer file to

persist this change

Remote Deskiop Carficate
Generate new Remote Desktop Cerificate

Windn.\c\'s 2008 Remote Deskiop Server creates its own seff-signed certificates
To control its certificate behavior, run Remote Deskiop Session Host
Corfiguration Ltility under Administrative Tools.

[ ok || cenedl |[ mopy

Select an option for the Administrator password, and then click Shutdown with Sysprep or Shutdown
without Sysprep. EC2Config edits the settings files based on the password option that you selected.

Random—EC2Config generates a password, encrypts it with user's key, and displays the encrypted
password to the console. We disable this setting after the first launch so that this password persists
if the instance is rebooted or stopped and started.

Specify—The password is stored in the Sysprep answer file in unencrypted form (clear text). When
Sysprep runs next, it sets the Administrator password. If you shut down now, the password is set
immediately. When the service starts again, the Administrator password is removed. It's important
to remember this password, as you can't retrieve it later.

Keep Existing—The existing password for the Administrator account doesn't change when Sysprep

is run or EC2Config is restarted. It's important to remember this password, as you can't retrieve it
later.

When you are asked to confirm that you want to run Sysprep and shut down the instance, click Yes.
You'll notice that EC2Config runs Sysprep. Next, you are logged off the instance, and the instance
is shut down. If you check the Instances page in the Amazon EC2 console, the instance state
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changes from r unni ng to st oppi ng, and then finally to st opped. At this point, it's safe to create
an AMI from this instance.

You can manually invoke the Sysprep tool from the command line using the following command:

C.\ > 9%rogranFi | es% Amazon\ Ec2Conf i gServi ce\ ec2confi g. exe -sysprep

However, you must be very careful that the XML file options specified in the Ec2Conf i gSer vi ce\ Set -
ti ngs folder are correct; otherwise, you might not be able to connect to the instance. For more in-

formation about the settings files, see EC2Config Settings Files (p. 160). For an example of configuring
and then running Sysprep from the command line, see Ec2Conf i gSer vi ce\ Scri pt s\ | nst al | Up-
dat es. ps1.

EC2Config Settings Files

The settings files control the operation of the EC2Config service. These files are located in the Ec2Con-
figService\Settings directory:

Acti vationSettings. xm —Controls product activation using a key management server (KMS).

AWB. EC2. W ndows. O oudWat ch. j son—Controls which performance counters to send to CloudWatch
and which logs to send to CloudWatch Logs. For more information about how to change the settings
in this file, see Sending Performance Counters to CloudWatch and Logs to CloudWatch Logs (p. 163).

Bundl eConf i g. xm —Controls how EC2Config prepares an instance for AMI creation.
Conf i g. xm —Controls the primary settings.
DrivelLetter Confi g. xm —Controls drive letter mappings.

Event LogConf i g. xml —Controls the event log information that's displayed on the console while the
instance is booting.

Wal | paper Set ti ngs. xm —Controls the information that's displayed on the desktop background.

ActivationSettings.xml

This file contains settings that control product activation. When Windows boots, the EC2Config service
checks whether Windows is already activated. If Windows is not already activated, it attempts to activate
Windows by searching for the specified KMS server.

Set Aut odi scover —Indicates whether to detect a KMS automatically.

Tar get KMSSer ver —Stores the private IP address of a KMS. The KMS must be in the same region
as your instance.

Di scover Fr onZone—Discovers the KMS server from the specified DNS zone.
ReadFr omUser Dat a—Gets the KMS server from UserData.
LegacySear chZones—Discovers the KMS server from the specified DNS zone.

DoAct i vat e—Attempts activation using the specified settings in the section. This value can be t r ue
orfal se.

LogResul t ToConsol e—Displays the result to the console.

BundleConfig.xml

This file contains settings that control how EC2Config prepares an instance for AMI creation.

Aut oSyspr ep—Indicates whether to use Sysprep automatically. Change the value to Yes to use
Sysprep.
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Set RDPCer ti f i cat e—Sets a self-signed certificate to the Remote Desktop server running on a
Windows 2003 instance. This enables you to securely RDP into the instances. Change the value to
Yes if the new instances should have the certificate.

This setting is not used with Windows Server 2008 or Windows Server 2012 instances because they
can generate their own certificates.

Set Passwor dAf t er Syspr ep—Sets a random password on a newly launched instance, encrypts it
with the user launch key, and outputs the encrypted password to the console. Change the value of this
setting to No if the new instances should not be set to a random encrypted password.

Config.xml

Plug-ins

Ec2Set Passwor d—Generates a random encrypted password each time you launch an instance. This
feature is disabled by default after the first launch so that reboots of this instance don't change a
password set by the user. Change this setting to Enabl ed to continue to generate passwords each
time you launch an instance.

This setting is important if you are planning to create an AMI from your instance.

Ec2Set Conput er Name—Sets the host name of the instance to a uniqgue name based on the IP address
of the instance and reboots the instance. To set your own host name, or prevent your existing host
name from being modified, you must disable this setting.

Ec2l ni ti al i zeDri ves—lInitializes and formats all instance store volumes during startup. This feature
is enabled by default and initializes and mounts the instance store volumes as drives D:, E:, and so
on. For more information about instance store volumes, see Amazon EC2 Instance Store (p. 413).

Ec2Event Log—Displays event log entries in the console. By default, the three most recent error entries
from the system event log are displayed. To specify the event log entries to display, edit the Event Lo-
gConfi g. xm file located in the EC2Conf i gSer vi ce\ Set ti ngs directory. For information about the
settings in this file, see Eventlog Key in the MSDN Library.

Ec2Conf i gur eRDP—Sets up a self-signed certificate on the instance, so users can securely access
the instance using Remote Desktop. This feature is disabled on Windows Server 2008 and Windows
Server 2012 instances because they can generate their own certificates.

Ec2Qut put RDPCer t —Displays the Remote Desktop certificate information to the console so that the
user can verify it against the thumbprint.

Ec2Set Dri velLet t er —Sets the drive letters of the mounted volumes based on user-defined settings.
By default, when an Amazon EBS volume is attached to an instance, it can be mounted using the drive
letter on the instance. To specify your drive letter mappings, edit the Dri veLet t er Confi g. xm file
located in the EC2Conf i gSer vi ce\ Set ti ngs directory.

Ec2W ndowsAct i vat e—Indicates whether to search through the DNS Suffix List for appropriate KMS
entries. When the appropriate KMS entries are found, the plug-in sets your activation server to the first
server to respond to the request successfully. Starting with Windows Server 2008 R2, Windows Server
is able to search the suffix list automatically. Otherwise, the plug-in performs this search manually.

To modify the KMS settings, edit the Acti vati onSetti ngs. xnl file located in the EC2Conf i gSer -
vi ce\ Set ti ngs directory.

Ec2Dynam cBoot Vol uneSi ze—Extends Disk 0/Volume 0 to include any unpartitioned space.
Ec2Handl eUser Dat a—Creates and executes scripts created by the user on the first launch of an in-
stance after Sysprep is run. Commands wrapped in script tags are saved to a batch file, and commands
wrapped in PowerShell tags are saved to a .psl file.

Global Settings
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» ManageShut down—Ensures that instances launched from instance store-backed AMIs do not terminate
while running Sysprep.

» Set DnsSuf fi xLi st —Sets the DNS suffix of the network adapter for Amazon EC2. This allows DNS
resolution of servers running in Amazon EC2 without providing the fully qualified domain name.

* Wi t For Met aDat aAvai | abl e—Ensures that the EC2Config service will wait for metadata to be ac-
cessible and the network available before continuing with the boot. This check ensures that EC2Config
can obtain information from metadata for activation and other plug-ins.

» Shoul dAddRout es—Adds a custom route to the primary network adapter to enable the following IP
addresses when multiple NICs are attached: 169.254.169.250, 169.254.169.251, and 169.254.169.254.
These addresses are used by Windows Activation and when you access instance metadata.

* RenpveCredenti al sfronByspreponSt art up—Removes the administrator password from Sys-
prep. xm the next time the service starts. To ensure that this password persists, edit this setting.
DriveLetterConfig.xml

This file contains settings that control drive letter mappings. By default, a volume can be mapped to any
available drive letter. You can mount a volume to a particular drive letter as follows.

<?xm version="1.0" standal one="yes"?>
<Dri veLet t er Mappi ng>
<Mappi ng>
<Vol uneNane></ Vol uneNane>
<DrivelLetter></DrivelLetter>
</ Mappi ng>
<Mappi ng>
<Vol uneNane></ Vol uneNane>
<DrivelLetter></DrivelLetter>
</ Mappi ng>
</ Driveletter Mappi ng>

« Vol uneNanme—The volume label. For example, My Vol une. To specify a mapping for an instance
storage volume, use the label Tenpor ary St or age X, where Xis a number from 0 to 25.

» Driveletter—The drive letter. For example, M . The mapping fails if the drive letter is already in use.

EventLogConfig.xml

This file contains settings that control the event log information that's displayed on the console while the
instance is booting. By default, we display the three most recent error entries from the System event log.

» Cat egor y—The event log key to monitor.
» Error Type—The event type (for example, Er r or, War ni ng, | nf or mati on.)
¢ NunEnt ri es—The number of events stored for this category.

« Last MessageTi me—To prevent the same message from being pushed repeatedly, the service updates
this value every time it pushes a message.

« AppName—The event source or application that logged the event.

WallpaperSettings.xml

This file contains settings that control the information that's displayed on the desktop background. The
following information is displayed by default.

¢ Host nanme—Displays the computer name.
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¢ I nstance | D—Displays the ID of the instance.

e Public I P Address—Displays the public IP address of the instance.

e Private | P Address—Displays the private IP address of the instance.

e Avail ability Zone—Displays the Availability Zone in which the instance is running.

e Instance Si ze—Displays the type of instance.

e Archit ect ur e—Displays the setting of the PROCESSOR_ARCHI TECTURE environment variable.
¢ AddMenor y—Displays the system memory, in GB.

¢ AddECU—Displays the processing power, in ECU.

* Addl O—Displays the I/O performance.

You can remove any of the information that's displayed by default by deleting its entry. You can add ad-
ditional instance metadata to display as follows.

<Wal | paper | nf ormati on>
<nane>di spl ay_nane</ name>
<sour ce>net adat a</ sour ce>
<identifier>neta-datal/path</identifier>
</ \Wal | paper | nf or mati on>

You can add additional System environment variables to display as follows.

<Wal | paper | nf ormati on>
<name>di spl ay_nane</ name>
<sour ce>Envi ronnent Vari abl e</ sour ce>
<identifier>variabl e-nane</identifier>
</ \Wal | paper | nf or mati on>

Sending Performance Counters to CloudWatch
and Logs to CloudWatch Logs

Starting with EC2Config version 2.2.5 (version 2.2.6 or later is recommended), you can export all Windows
Server messages in the system, security, application, and IS logs to CloudWatch Logs and monitor them
using CloudWatch metrics. EC2Config version 2.2.10 or later adds the ability to export any event log
data, Event Tracing (Windows), or text-based log files to CloudWatch Logs. In addition, you can also
export performance counter data to CloudWatch.

To set up EC2Config to send data to CloudWatch Logs, complete the following steps:

Topics
¢ Step 1: Enable CloudWatch Logs Integration (p. 163)
¢ Step 2: Configure the Credentials for CloudWatch and CloudWatch Logs (p. 165)

¢ Step 3: Configure the Performance Counters and Logs to Send to CloudWatch and CloudWatch
Logs (p. 166)

¢ Step 4: Configure the Flow Control (p. 172)
¢ Troubleshooting CloudWatch Logs in EC2Config (p. 172)

Step 1: Enable CloudWatch Logs Integration

1. Launch and connect to your Windows instance.
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2.

From the Start menu, click All Programs, and then click EC2ConfigService Settings.

Ec2 Service Properties |;|£-
General | Image | Storage | Support EI

Set Computer Mame

[] Set the computer name of the instance to ip-<hex Intemal |P> name.
Disable this feature to persist your own computer name setting.

User Data

[] Enable UserData execution for next service start {automatically enabled at Sysprep)
eg. <script></script> or <powershell></powershell >

Event Log

[] Output event log entries on the console for easy monitoring and

debugging from the client.

CloudWatch Logs
["] Enable CloudWatch Logs integration

Wallpaper Information

Check the box to overday information on the cumrent wallpaper.
This will be generated eventime a user logs in.
Uncheck the box to reset the background to what was previously set.

Mote: These changes will take affect on neat boot or restart of the ec2config service.

Attribition
Version: 2.2.10.22

ok | [ Cancel | [ ey |

On the General tab of the Ec2 Service Properties dialog box, under CloudWatch Logs, select
Enable CloudWatch Logs integration, and then click OK.

Note

You can also enable CloudWatch Logs by adding the following script to the user data field when
you launch an instance. EC2Config will run this script every time your instance is restarted to
make sure that CloudWatch Logs integration is enabled. To run this script only when an instance
is first launched, remove <persist>true</persist> from the script.

<power shel | >

$EC2Set ti ngsFi | e="C:\ Program Fi | es\ Amazon\ Ec2Conf i gSer vi ce\ Set ti ngs\ Con
fig.xm"

$xm = [xnml ] (get-content $EC2SettingsFile)

$xml El enent = $xmi . get _Docunent El enent ()

$xm El ement ToModi fy = $xmi El ement . Pl ugi ns

foreach ($el ement in $xnl El ement ToModi fy. Pl ugi n)

if ($el emrent.name -eq "AWS. EC2. W ndows. Cl oudWat ch. Pl ugl n")
{

}
}
$xml . Save( $EC2Set ti ngsFi | e)

</ power shel | >
<per si st >true</ persi st >

$el enent . St at e=" Enabl ed"
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Step 2: Configure the Credentials for CloudWatch and
CloudWatch Logs

To set the credentials, region, and metric namespace for CloudWatch

This section of the AWS.EC2.Windows.CloudWatch.json file defines the credentials, region, and metric

namespace that comprise the destination where your data is sent. You can add additional sections with

unique IDs (for example, "CloudWatch2", CloudWatch3", etc.) and specify a different region for each new
ID to send the same data to different locations.

Note
You only need to set CloudWatch credentials if you plan to send performance counters to
CloudWatch.

1. Open the C:\Program Files\Amazon\Ec2ConfigService\Settings\AWS.EC2.Windows.Cloud-
Watch.json file, and locate the CloudWatch section.

To download a sample of the file, see AWS.EC2.Windows.CloudWatch.json.

"Id": "d oudWatch",
"Ful | Name": " AWS. EC2. W ndows. C oudWat ch. d oudWat ch. C oudWat chQut put Com
ponent , AWS. EC2. W ndows. Cl oudWat ch",
"Paraneters”: {
"AccessKey": "",
"SecretKey": "",
"Region": "us-west-1",
"NameSpace": "W ndows/Default”

b

2. Inthe AccessKey parameter, enter your access key ID. This is not necessary if you launched your
instance using an IAM role. For more information, see IAM Roles for Amazon EC2 (p. 312).

3. Inthe SecretKey parameter, enter your secret access key. This is not necessary if you launched
your instance using an 1AM role. For more information, see IAM Roles for Amazon EC2 (p. 312).

4. Inthe Region parameter, enter the region where you want EC2Config to send log data. Although
you can send performance counters to a different region from where you send your log data, we re-
commend that you set this parameter to the same region where your instance is running.

5. Inthe NameSpace parameter, enter the metric namespace where you want performance counter
data to be written in CloudWatch.

To set the credentials, region, log group, and log stream for CloudWatch Logs

This section of the AWS.EC2.Windows.CloudWatch.json file defines the credentials, region, log group
name and log stream namespace that comprise the destination where your data is sent. You can add
additional sections with unique IDs (for example, "CloudWatchLogs2", CloudWatchLogs3", etc.) and
specify a different region for each new ID to send the same data to different locations.

1. Open the C:\Program Files\Amazon\Ec2ConfigService\Settings\AWS.EC2.Windows.Cloud-
Watch.json file, and locate the CloudWatchLogs section.

"Id": "d oudwat chLogs",
"Ful | Name": " AWS. EC2. W ndows. O oudWat ch. d oudWat chLogsQut put , AWS. EC2. W n
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dows. C oudWat ch",
"Paraneters": {
"AccessKey": "",
"SecretKey": "",
"Region": "us-east-1",
"LogG oup": "Default-Log-G oup",
"LogStreani: "{instance_id}"

H

2. Inthe AccessKey parameter, enter your access key ID. This is not necessary if you launched your
instance using an IAM role. For more information, see IAM Roles for Amazon EC2 (p. 312).

3. Inthe SecretKey parameter, enter your secret access key. This is not necessary if you launched
your instance using an IAM role. For more information, see IAM Roles for Amazon EC2 (p. 312).

4. Inthe Region parameter, enter the region where you want EC2Config to send log data. You can
specify us-east-1, us-west-2, or eu-west-1.

5. Inthe LogGroup parameter, enter the name for your log group. This is the same name that will be
displayed on the Log Groups screen in the CloudWatch console.

6. Inthe LogStream parameter, enter the destination log stream. If you use {instance_id}, the default,
EC2Config uses the instance ID of this instance as the log stream name.

If you enter a log stream name that doesn't already exist, CloudWatch Logs automatically creates it
for you. You can use a literal string or predefined variables ({instance_id}, {hostname}, {ip_ad-
dress}), or combination of both to define a log stream name.

The log stream name specified in this parameter appears on the Log Groups > Streams for
<Your LogSt r ean® screen in the CloudWatch console.

Step 3: Configure the Performance Counters and Logs to
Send to CloudWatch and CloudWatch Logs

To configure the performance counters to send to CloudWatch

You can select any performance counters that are available in perfmon.exe. You can select different
categories to upload to CloudWatch as metrics, such as .NET CLR Data, ASP.NET Applications, HTTP
Service, Memory, or Process and Processors.

For each performance counter that you want to upload to CloudWatch, copy the PerformanceCounter
section and change the Id parameter to make it unique (e.g., "PerformanceCounter2") and update the
other parameters as necessary.

Note
You must configure the credentials for CloudWatch in Step 2: Configure the Credentials for
CloudWatch and CloudWatch Logs (p. 165).

1. Locate the PerformanceCounter section.

"1d": "PerformanceCounter",
"Ful | Nane": " AWS. EC2. W ndows. Cl oudWat ch. Per f or manceCount er Conponent . Per
f or manceCount er | nput Conrponent , AWS. EC2. W ndows. T oudWat ch",
"Paraneters": {
" Cat egor yNanme": " Menory",
"Count er Nane": "Avail abl e MBytes",
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"l nstanceNane": "",
"MetricNane": "Avail abl eMenory",
"Unit": "Megabytes",

"Di nensi onNane": "",

"Di nensi onVal ue": ""

H

2. In the CategoryName parameter, enter the performance counter category.

To find the available categories and counters, open perfmon.exe.
Click Monitoring Tools, and then click Performance Monitor.
c. Inthe results pane, click the green + (plus) button.

The categories and counters are listed in the Add Counters dialog box.

3. Inthe CounterName parameter, enter the name of the performance counter.

4. Inthe InstanceName parameter, enter the name of instance. Do not use an asterisk (*) to indicate
all instances because each performance counter component only supports one metric. You can,
however use _Total.

5. Inthe MetricName parameter, enter the CloudWatch metric that you want performance data to appear
under.

6. Inthe Unit parameter, enter the appropriate unit of measure for the metric:

Seconds | Microseconds | Milliseconds | Bytes | Kilobytes | Megabytes | Gigabytes | Terabytes | Bits
| Kilobits | Megabits | Gigabits | Terabits | Percent | Count | Bytes/Second | Kilobytes/Second |
Megabytes/Second | Gigabytes/Second | Terabytes/Second | Bits/Second | Kilobits/Second | Mega-
bits/Second | Gigabits/Second | Terabits/Second | Count/Second | None.

7. (optional) You can enter a dimension name and value in the DimensionName and DimensionValue
parameters to specify a dimension for your metric. These parameters provide another view when
listing metrics. You can also use the same dimension for multiple metrics so that you can view all
metrics belonging to a specific dimension.

To send Windows application event log data to CloudWatch Logs

1. Locate the ApplicationEventLog section.

"1d": "ApplicationEventLog",
"Ful | Nanme": "AWS. EC2. W ndows. O oudWat ch. Event Log. Event Logl nput Conpon
ent, AW5. EC2. W ndows. Cl oudWat ch",
"Paraneters": {
"LogName": "Application",
"Level s": "1"

H

2. Inthe Levels parameter, enter one of the following values:
1 - Only error messages uploaded.
2 - Only warning messages uploaded.

4 - Only information messages uploaded.
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You can add values together to include more than one type of message. For example, 3 means that
error messages (1) and warning messages (2) get uploaded. A value of 7 means that error messages
(1), warning messages (2), and information messages (4) get uploaded.

To send security log data to CloudWatch Logs

1. Locate the SecurityEventLog section.

"Id": "SecurityEventLog",
"Ful | Narme": "AWS. EC2. W ndows. C oudWat ch. Event Log. Event Logl nput Conpon
ent , AWS. EC2. W ndows. Cl oudWat ch",
"Paraneters”: {
"LogName": "Security",
"Level s": "7"

b

2. Inthe Levels parameter, enter one of the following values:
1 - Only error messages uploaded.
2 - Only warning messages uploaded.
4 - Only information messages uploaded.

You can add values together to include more than one type of message. For example, 3 means that
error messages (1) and warning messages (2) get uploaded. A value of 7 means that error messages
(1), warning messages (2), and information messages (4) get uploaded.

To send system event log data to CloudWatch Logs

1. Locate the SystemEventLog section.

"Id": "SystenEventLog",
"Ful | Nanme": "AWS. EC2. W ndows. C oudWat ch. Event Log. Event Logl nput Conpon
ent , AWB. EC2. W ndows. Cl oudWat ch",
"Paraneters”: {
"LogName": "Systeni,
"Level s": "7"

b

2. Inthe Levels parameter, enter one of the following values:
1 - Only error messages uploaded.
2 - Only warning messages uploaded.
4 - Only information messages uploaded.

You can add values together to include more than one type of message. For example, 3 means that
error messages (1) and warning messages (2) get uploaded. A value of 7 means that error messages
(1), warning messages (2), and information messages (4) get uploaded.
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To send other types of event log data to CloudWatch Logs
In addition to the application, system, and security logs, you can upload other types of event logs.

1. Inthe AWS.EC2.Windows.CloudWatch.json file, add a new section.

gttt
"Ful | Nane": "AWS. EC2. W ndows. O oudWat ch. Event Log. Event Logl nput Conpon
ent, AW5. EC2. W ndows. Cl oudWat ch",
"Paraneters": {
"LogNanme": "",
"Level s": " 7"

H

2. Inthe Id parameter, enter a name for the log you want to upload (e.g., WindowsBackup).
3. Inthe LogName parameter, enter the name of the log you want to upload.

a. To find the name of the log, in Event Viewer, in the navigation pane, click Applications and
Services Logs.

b. Inthe list of logs, right-click the log you want to upload (e.g., Microsoft>Windows>Backup>Op-
erational), and then click Create Custom View.

c. Inthe Create Custom View dialog box, click the XML tab. The LogName is in the <Select
Path=> tag (e.g., M cr osof t - W ndows- Backup). Copy this text into the LogName parameter
in the AWS.EC2.Windows.CloudWatch.json file.

4. Inthe Levels parameter, enter one of the following values:
1 - Only error messages uploaded.
2 - Only warning messages uploaded.
4 - Only information messages uploaded.

You can add values together to include more than one type of message. For example, 3 means that
error messages (1) and warning messages (2) get uploaded. A value of 7 means that error messages
(1), warning messages (2), and information messages (4) get uploaded.

To send Event Tracing (Windows) data to CloudWatch Logs

ETW (Event Tracing for Windows) provides an efficient and detailed logging mechanism that applications
can write logs to. Each ETW is controlled by a session manager that can start and stop the logging session.
Each session has a provider and one or more consumers.

1. Locate the ETW section.

“1d": "ETW,
"Ful | Nane": "AWS. EC2. W ndows. O oudWat ch. Event Log. Event Logl nput Conpon
ent, AW5. EC2. W ndows. Cl oudWat ch",
"Paraneters": {
"LogName": "M crosoft-Wndows-W nl Net/ Anal ytic",
"Level s": "7"
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H

2. Inthe LogName parameter, enter the name of the log you want to upload.

a. Tofind the name of the log, in Event Viewer, on the View menu, click Show Analytic and Debug
Logs.

In the navigation pane, click Applications and Services Logs.

In the list of ETW logs, right-click the log you want to upload, and then click Enable Log.
Right-click the log again, and clickCreate Custom View.

In the Create Custom View dialog box, click the XML tab. The LogName is in the <Select
Path=>tag (e.g., M cr osof t - W ndows- W nl Net / Anal yt i c).Copy this text into the LogName
parameter in the AWS.EC2.Windows.CloudWatch.json file.

®© 2 0 T

3. Inthe Levels parameter, enter one of the following values:
1 - Only error messages uploaded.
2 - Only warning messages uploaded.
4 - Only information messages uploaded.

You can add values together to include more than one type of message. For example, 3 means that
error messages (1) and warning messages (2) get uploaded. A value of 7 means that error messages
(1), warning messages (2), and information messages (4) get uploaded.

To send custom logs (any text-based log file) to CloudWatch Logs

1. Locate the CustomLogs section.

"Id": "Custonlogs",
"Ful | Nanme": "AWS. EC2. W ndows. O oudWat ch. Cust onlog. Cust onlLogl nput Conpon
ent, AW5. EC2. W ndows. Cl oudWat ch",
"Paraneters": {
"LogDirectoryPath": "C:\\CustonlLogs\\",
"Ti mestanpFormat": "MM dd/yyyy HH nm ss",
"Encodi ng": "UTF-8",
"Filter": "",
"Cul tureNanme": "en-US",
"Ti meZoneKi nd": "Local "

H

2. Inthe LogDirectoryPath parameter, enter the path where logs are stored on your instance.
3. Inthe TimestampFormat parameter, enter the timestamp format you want to use. For a list of sup-
ported values, see the Custom Date and Time Format Strings topic on MSDN.

Note
Your source log file must have the timestamp at the beginning of each log line.

4. Inthe Encoding parameter, enter the file encoding to use (e.g., UTF-8). For a list of supported values,
see the Encoding Class topic on MSDN.
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Note
Use the encoding name, not the display name, as the value for this parameter.

5. (optional) In the Filter parameter, enter the prefix of log names. Leave this parameter blank to
monitor all files. For a list of supported values, see the FileSystemWatcherFilter Property topic on
MSDN.

6. (optional) Inthe CultureName parameter, enter the locale where the timestamp is logged. If Culture-

Name is blank, it defaults to the same locale currently used by your Windows instance. For a list of
supported values, see the National Language Support (NLS) API Reference topic on MSDN.

Note
The div, div-MV, hu, and hu-HU values are not supported.

7. (optional) In the TimeZoneKind parameter, enter Local or UTC. You can set this to provide time
zone information when no time zone information is included in your log’s timestamp. If this parameter
is left blank and if your timestamp doesn’t include time zone information, CloudWatch Logs defaults
to the local time zone. This parameter is ignored if your timestamp already contains time zone inform-
ation.

To send IIS log data to CloudWatch Logs

1. Locate the [ISLog section.

"1d": "I1SLogs",
"Ful | Name": " AWS. EC2. W ndows. C oudWat ch. Cust onmLog. Cust onLogl nput Conpon
ent , AWB. EC2. W ndows. Cl oudWat ch",
"Paraneters”: {
"LogDirectoryPath": "C:\\inetpub\\Ilogs\\LogFiles\\WSVCL",
"Ti mestanpFormat": "yyyy- Mt dd HH nm ss",
"Encodi ng": "UTF-8",
"Filter": "",
"Cul tureNane": "en-US",
"Ti meZoneKi nd": " UTC"

b

2. Inthe LogDirectoryPath parameter, enter the folder where 1S logs are stored for an individual site
(e.g., C:\\inetpub\Wogs\LogFiles\W3SVCn).

Note
Only W3C log format is supported. IS, NCSA, and Custom formats are not supported.
3. Inthe TimestampFormat parameter, enter the timestamp format you want to use. For a list of sup-
ported values, see the Custom Date and Time Format Strings topic on MSDN.
4. Inthe Encoding parameter, enter the file encoding to use (e.g., UTF-8). For a list of supported values,
see the Encoding Class topic on MSDN.

Note
Use the encoding name, not the display name, as the value for this parameter.

5. (optional) In the Filter parameter, enter the prefix of log names. Leave this parameter blank to
monitor all files. For a list of supported values, see the FileSystemWatcherFilter Property topic on
MSDN.

6. (optional) In the CultureName parameter, enter the locale where the timestamp is logged. If Culture-
Name is blank, it defaults to the same locale currently used by your Windows instance. For a list of
supported values, see the National Language Support (NLS) API Reference topic on MSDN.

APl Version 2014-09-01
171


http://msdn.microsoft.com/en-s/library/system.io.filesystemwatcher.filter%28v=vs.90%29.aspx
http://msdn.microsoft.com/en-us/goglobal/bb896001.aspx
http://msdn.microsoft.com/en-us/library/8kb3ddd4%28v=vs.90%29.aspx
http://msdn.microsoft.com/en-us/library/system.text.encoding(v=vs.90).aspx
http://msdn.microsoft.com/en-s/library/system.io.filesystemwatcher.filter%28v=vs.90%29.aspx
http://msdn.microsoft.com/en-us/goglobal/bb896001.aspx

Amazon Elastic Compute Cloud User Guide for Microsoft
Windows
Sending Performance Counters to CloudWatch and Logs
to CloudWatch Logs

Note
The div, div-MV, hu, and hu-HU values are not supported.

7. (optional) In the TimeZoneKind parameter, enter Local or UTC. You can set this to provide time
zone information when no time zone information is included in your log’s timestamp. If this parameter
is left blank and if your timestamp doesn’t include time zone information, CloudWatch Logs defaults
to the local time zone. This parameter is ignored if your timestamp already contains time zone inform-
ation.

Step 4: Configure the Flow Control

In order to send performance counter data to CloudWatch or to send log data to CloudWatch Logs, each
data type must have a corresponding destination listed in the Flows section. For example, to send a
performance counter defined in Step 3: Configure the Performance Counters and Logs to Send to
CloudWatch and CloudWatch Logs (p. 166) to the CloudWatch destination defined in Step 2: Configure
the Credentials for CloudWatch and CloudWatch Logs (p. 165), you would enter "Performance-
Counter,CloudWatch" in the Flows section. Similarly, to send the custom log, ETW log, and system
log to CloudWatch Logs, you would enter "(CustomLogs, ETW,SystemEventLog),CloudWatchLogs".
In addition, you can send the same performance counter or log file to more than one destination. For
example, to send the application log to two different destinations that you defined in Step 2: Configure
the Credentials for CloudWatch and CloudWatch Logs (p. 165), you would enter "ApplicationEvent-
Log,(CloudWatchLogs, CloudWatchLogs?2)" in the Flows section.

1. Locate the Flows section.

"Flows": {
"Flows": [
" Per f or manceCount er, Cl oudWat ch",
" (PerformanceCount er, Per f or manceCount er2), C oudWat ch2",
"(CustonlLogs, ETW SystenEventLog), G oudWat chLogs",
"Cust onmLogs, C oudWat chLogs2",
"Appl i cati onEvent Log, (Cl oudWat chLogs, C oudWat chLogs2)"

2. Inthe Flows parameter, enter each data type that you want to upload (e.g., ApplicationEventLog)
and destination where you want to send it (e.g., CloudWatchLogs).

Troubleshooting CloudWatch Logs in EC2Config

If you're experiencing trouble with uploading performance counters or logs, the first place you should
check is the C:\Program Files\Amazon\Ec2ConfigService\Logs\Ec2ConfigLog.txt file. Some of the
most commonly encountered problems are listed below.

| cannot see logs in the CloudWatch console.
Please verify that you are using EC2Config version 2.2.6 or later. If you are still using EC2Config
version 2.2.5, use the following steps to solve the issue:

1. Inthe Services Microsoft Management Console (MMC) snap-in, restart the EC2Config service.
To open the Services snap-in, click the Start menu and then in the Run box, type services.msc.

2. Signin to the AWS Management Console and open the CloudWatch console at https://con-
sole.aws.amazon.com/cloudwatch/.

3. On the navigation bar, select the appropriate region.
4. In the navigation pane, click Logs.
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5. Inthe contents pane, in the Expire Events After column, click the retention setting for the log
group that you just created.

6. Inthe Edit Retention dialog box, in the New Retention list, select 10 years (3653 days), and
then click OK.

Note
You can also set log retention (in days) using the following Windows PowerShell com-
mand:

Wite-C\NRet entionPolicy-LogG oupNane Defaul t-Log- G oup -Reten
tionlnDays 3653

The Enable CloudWatch Logs integration check box won't stay selected after | click OK and then
reopen EC2Config.
This issue might occur if you've performed an upgrade from an earlier version of EC2Config to version
2.2.5.To resolve this issue, install version 2.2.6 or later.

I see errors like Log events cannot be more than 2 hours in the future or InvalidParameterException.
This error might occur if you are using EC2Config version 2.2.5 and your instance's time zone falls
between UTC-12:00 and UTC-02:00. To resolve this issue, install EC2Config version 2.2.6 or later.

I cannot see SQL Server logs in the CloudWatch console and see this error in Ec2ConfigLog.txt
[Error] Exception occurred: Index and length must refer to a location within the string. Parameter
name: length.

To resolve this issue, install EC2Config version 2.2.11 or later.

Installing the Latest Version of EC2Config

By default, the EC2Config service is included in each AWS Windows AMI. When we release an updated
version, we update all AWS Windows AMIs with the latest version. However, you need to update your
own Windows AMIs and instances with the latest version.

To find notifications of updates to EC2Config, go to the Amazon EC2 forum. For more information about
the changes in each version, see the What's New section on the download page.

To verify the version of EC2Config included with your Windows AMI

1. Launch an instance from your AMI and connect to it.
2. In Control Panel, select Programs and Features.

3. Inthe list of installed programs, look for Ec2Conf i gSer vi ce. Its version nhumber appears in the
Version column.

To install the latest version of EC2Config on your instance

1. (Optional) If you have changed any settings, note these changes, as you'll need to restore them after
installing the latest version of EC2Config.

Go to Amazon Windows EC2Config Service.
Click Download.
Download and unzip the file.

Run EC2I nst al | . exe. For a complete list of options, run EC21 nst al | with the / ? option. Note the
following:

A

¢ By default, the setup replaces your settings files with default settings files during installation and
restarts the EC2Config service when the installation is completed. To keep the custom settings
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that you saved in step 1, run EC2I nst al | with the / nor est art option, restore your settings, and
then restart the EC2Config service manually.

« By default, the setup displays prompts. To run the command with no prompts, use the / qui et
option.

Connect to your instance, run the Services administrative tool, and verify that the status of EC2Conf i g
serviceis Started.

If you can't connect to your instance, it's possible that updating its version of EC2Config will solve the issue.
If your instance is an Amazon EBS-backed instance, you can use the following procedure to update
EC2Config even though you can't connect to your instance.

To update EC2Config on an Amazon EBS-backed Windows instance that you can't connect

to

1.
2.

10.
11.

Stop the affected instance and detach its root volume.

Launch atemporary t 2. mi cr o instance in the same Availability Zone as the affected instance using
an AMI for Windows Server 2003. (If you use a later version of Windows Server, you won't be able
to boot the original instance when you restore its root volume.) To find an AMI for Windows Server
2003, search for public Windows AMIs with the name W ndows_Ser ver - 2003- R2_SP2.

Attach the root volume from the affected instance to this temporary instance. Connect to the temporary
instance, open the Disk Management utility, and bring the drive online.

Download the latest EC2Config from Amazon Windows EC2Config Service. Extract the files from
the . zi p file to the Tenp directory on the drive you attached.

Open Regedit and select HKEY_LOCAL_MACHINE. From the File menu, click Load Hive. Select
the drive, open the file W ndows\ Syst enB2\ conf i g\ SOFTWARE, and specify a key name when
prompted (you can use any name).

Select the key you just loaded and navigate to M cr osof t \ W ndows\ Cur r ent Ver si on. Select
the RunOnce key. (If this key doesn't exist, right-click Cur r ent Ver si on, point to New, select Key,
and name the key RunOnce.) Right-click, point to New, and select String Value. Enter Ec2I nst al |
as the name and C: \ Tenp\ Ec2l nstal | . exe /qui et as the data.

Select the key again, and from the File menu, click Unload Hive.

Open the Disk Management utility and bring the drive offline. Detach the volume from the temporary
instance. You can terminate the temporary instance if you have no further use for it.

Restore the root volume of the affected instance by attaching it as / dev/ sdal.

Start the instance.

After the instance starts, check the system log and verify that you see the message W ndows i s
ready to use.

Stopping, Deleting, or Uninstalling EC2Config

You can manage the EC2Config service just as you would any other service.

To apply updated settings to your instance, you can stop and restart the service. If you're manually installing
EC2Config, you must stop the service first.

To stop the EC2Config service

1.
2.
3.

Launch and connect to your Windows instance.
On the Start menu, point to Administrative Tools, and then click Services.
In the list of services, right-click EC2Config, and select Stop.

APl Version 2014-09-01
174


http://aws.amazon.com/developertools//5562082477397515

Amazon Elastic Compute Cloud User Guide for Microsoft
Windows
Upgrading PV Drivers

If you don't need to update the configuration settings or create your own AMI, you can delete the service.
Deleting a service removes its registry subkey.

To delete the EC2Config service

1. Starta command prompt window.
2. Run the following command:

C:\> sc delete ec2config

If you don't need to update the configuration settings or create your own AMI, you can uninstall
EC2Config. Uninstalling a service removes the files, the registry subkey, and any shortcuts to the service.

To uninstall EC2Config

Launch and connect to your Windows instance.

On the Start menu, click Control Panel.

Double-click Programs and Features.

On the list of programs, select EC2ConfigService, and click Uninstall .

PN PE

Upgrading PV Drivers on Your Windows AMI

Amazon Windows AMIs contain a set of drivers to permit access to Xen virtualized hardware. These
drivers are used by Amazon EC2 to map instance store and Amazon EBS volumes to their devices.

If your Windows instance is launched from a Windows Server 2012 R2 AMI, it uses AWS PV drivers. If
your Windows instance uses RedHat drivers, you can upgrade to Citrix drivers. If you are already using
Citrix drivers, you can upgrade the Citrix Xen guest agent service. To verify which driver your Windows
instance uses, open Network Connections in Control Panel and view the Local Area Connection.
Check whether the driver is one of the following:

* AW5 PV Network Device
e Citrix PV Ethernet Adapter
* RedHat PV NIC Driver

Alternatively, you can check the output from the pnputi| -e command.

Contents
e Xen Drivers (p. 175)
¢ Upgrading PV Drivers on Your Windows Server 2008 and 2008 R2 Instances (p. 177)
¢ Upgrading Your Citrix Xen Guest Agent Service (p. 179)
¢ Upgrading PV Drivers on Your Windows Server 2003 Instance (p. 180)
¢ Troubleshooting (p. 181)

Xen Drivers

AWS Windows AMIs contain a set of drivers to permit access to Xen virtualized hardware. These drivers
are used by Amazon EC2 to map instance store and Amazon EBS volumes to their devices. The partic-
ular Xen driver on your instance depends on when its AMI was created.
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The following table shows key differences between the different drivers.
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AWS PV Drivers

Windows Server 2012 R2 AMis include AWS PV drivers. The AWS PV drivers are stored in the %°r o-
gr anfi | es% Anmazon\ Xent ool s directory. This directory also contains public symbols and a command
line tool, xenst or e-cl i ent . exe, that enables you to access entries in XenStore. For example, the
following PowerShell command returns the current time from the Hypervisor:

[DateTine]:: FronFil eTi meUTC((gwri -n root\wr -cl AWSXenStoreBase). XenTi ne). To
String("hh: mm ss")
11:17: 00

The AWS PV driver components are listed in the Windows registry under HKEY_LOCAL_MACHI NE\ SYS-
TEM Cur rent Cont r ol Set\ Ser vi ces. These driver components are as follows: XENBUS, xeniface,
xennet, xenvbd, and xenvif.

AWS PV also has a driver component named LiteAgent, which runs as a Windows service. It handles
tasks such as shutdown and restart events from the API.You can access and manage services by running
Ser vi ces. nsc from the command line.

Citrix PV Drivers

The Citrix drivers are stored in the %°r ogr anFi | es% Ci t ri x\ XenTool s (32-bit instances) or %°r o-
granFil es(x86) % Ci tri x\ XenTool s (64-bit instances) directory.

The Citrix driver components are listed in the Windows registry under HKEY_LOCAL_MACHI NE\ SYS-
TEM Cur rent Cont r ol Set\ servi ces. These driver components are as follows: xenevtchn, xeniface,
xennet, Xennet6, xensvc, xenvbd, and xenvif.

Citrix also has a driver component named XenGuestAgent, which runs as a Windows service. It handles
tasks such as time synchronization at boot (Windows Server 2003 only), and shutdown and restart events
from the API. You can access and manage services by running Ser vi ces. nsc from the command line.

If you are encountering networking errors while performing certain workloads, you may need to disable
the TCP offloading feature for the Citrix PV driver. For more information, see TCP Offloading (p. 182).

RedHat PV Drivers

The source files for the RedHat drivers are in the %°r ogr anfi | es% RedHat (32-bit instances) or
%°r ogr anfi | es(x86) % RedHat (64-bit instances) directory. The two drivers are r hel net , the RedHat
Paravirtualized network driver, and r hel scsi , the RedHat SCSI miniport driver.

For more information about upgrading your RedHat drivers on an existing AMI to Citrix drivers, see Up-
grading PV Drivers on Your Windows AMI (p. 175).

Upgrading PV Drivers on Your Windows Server
2008 and 2008 R2 Instances

Before you start upgrading your RedHat drivers to Citrix drivers, make sure you do the following:

« Install the latest version of EC2Config by going to Amazon Windows EC2Config Service. For more in-
formation about the EC2Config service, see Configuring a Windows Instance Using the EC2Config
Service (p. 153).

¢ Back up your important information on the instance, or create an AMI from the instance. For more in-
formation about creating an AMI, see Creating an Amazon EBS-Backed Windows AMI (p. 62). If you
create an AMI, make sure you do the following:
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* Do not enable the Sysprep tool in the EC2Config service.
« Write down your password.
» Set your Ethernet adapter to DHCP.

To upgrade aWindows Server 2008 or Windows Server 2008 R2 AMI

1. Connectto your instance and log in as the local administrator. For more information about connecting
to your instance, see Connecting to Your Windows Instance Using RDP (p. 139).

2. Inyour instance, download the Citrix upgrade package by going to Amazon EC2 Windows Paravir-
tual Driver Upgrade Script.

3. Extract the contents of the upgrade package to a location of your choice.
4. Double-click the Upgrade.bat file. If you get a security warning, click Run.

5. Inthe Upgrade Drivers dialog box, review the information and click Yes if you are ready to start the
upgrade.

6. Inthe Red Hat Paravirtualized Xen Drivers for Windows ® uninstaller dialog box, click Yes to
remove the RedHat software. Your instance will be rebooted.

Note
If you do not see the uninstaller dialog box, click Red Hat Paravirtualiz... in the Windows
taskbar.
Fimat| | [ & i ket Evplorw Evban... | [ pevitp | L et ared oo || e ook Parairbualir., S oo og - et w! [ smm

7. Check that the instance has rebooted and is ready to be used.

a. Open the Amazon EC2 console at https://console.aws.amazon.com/ec?2/.
On the Instances page, right-click your instance and select Get System Log.

c. The upgrade operations should have restarted the server 3 or 4 times. You can see this in the
log file by the number of times W ndows i s Ready to use is displayed.

8. Connect to your instance and log in as the local administrator.
9. Close the Red Hat Paravirtualized Xen Drivers for Windows ® uninstaller dialog box.

10. Confirm that the installation is complete. Navigate to the Ci t ri x- W N_PV folder that you extracted
earlier, open the PVUpgr ade. | og file, and then check for the text | NSTALLATI ON | S COVPLETE.
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Upgrading Your Citrix Xen Guest Agent Service

If you are using Citrix drivers on your Windows server, you can upgrade the Citrix Xen guest agent service.
This Windows service handles tasks such as time synchronization at boot, as well as shutdown and restart
events from the API. You can run this upgrade package on any version of Windows Server, including
Windows Server 2012.

Before you start upgrading your drivers, make sure you back up your important information on the instance,
or create an AMI from the instance. For more information about creating an AMI, see Creating an Amazon
EBS-Backed Windows AMI (p. 62). If you create an AMI, make sure you do the following:

¢ Do not enable the Sysprep tool in the EC2Config service.
¢ Write down your password.
¢ Set your Ethernet adapter to DHCP.

To upgrade your Citrix Xen guest agent service

1.

Connect to your instance and log in as the local administrator. For more information about connecting
to your instance, see Connecting to Your Windows Instance Using RDP (p. 139).

In your instance, download the Citrix upgrade package by going to Amazon EC2 Windows Paravir-
tual Driver Upgrade Script.

Extract the contents of the upgrade package to a location of your choice.
Double-click the Upgrade.bat file. If you get a security warning, click Run.

In the Upgrade Drivers dialog box, review the information and click Yes if you are ready to start the
upgrade.

When the upgrade is complete, the PVUpgr ade. | og file will open and contain the text UPGRADE
I S COVWPLETE.

Reboot your instance.
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Upgrading PV Drivers on Your Windows Server
2003 Instance

Before you start upgrading your RedHat drivers to Citrix drivers, make sure you do the following:

« Back up your important information on the instance, or create an AMI from the instance. For more in-
formation about creating an AMI, see Creating an Amazon EBS-Backed Windows AMI (p. 62). If you
create an AMI, make sure you do the following:

* Do not enable the Sysprep tool in the EC2Config service.
« Write down your password.
» Set your Ethernet adapter to DHCP.

« Install the latest version of EC2Config by going to Amazon Windows EC2Config Service. For more in-
formation about the EC2Config service, see Configuring a Windows Instance Using the EC2Config
Service (p. 153).

To upgrade aWindows Server 2003 AMI

1. Connectto yourinstance and log in as the local administrator. For more information about connecting
to your instance, see Connecting to Your Windows Instance Using RDP (p. 139).

2. Inyour instance, download the Citrix upgrade package by going to Amazon EC2 Windows Paravir-
tual Driver Upgrade Script.

3. Extract the contents of the upgrade package to a location of your choice.
4. Double-click the Upgrade.bat file. If you get a security warning, click Run.

5. Inthe Upgrade Drivers dialog box, review the information and click Yes if you're ready to start the
upgrade.

6. Inthe Red Hat Paravirtualized Xen Drivers for Windows ® uninstaller dialog box, click Yes to
remove the RedHat software. Your instance will be rebooted.

Note
If you do not see the uninstaller dialog box, click Red Hat Paravirtualiz... in the Windows
taskbar.

et | [ & amnph-mm;J [} Comiiiop J i Ee\farmants ard Settn "ﬂ_mmpmm o Pellpy ace o - Ricbegad

7. Check that the instance has been rebooted and is ready to be used.

a. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
b. On the Instances page, right-click your instance and select Get System Log.
c. Check the end of the log message. It should read W ndows i s Ready to use.

8. Connect to your instance and log in as the local administrator. The upgrade will continue by opening
four applications: PowerShell, RedHat uninstaller, PVUpgrade.log and the Windows Device Manager.

9. Uninstall the PCI BUS.

a. Inthe Device Manager window, expand System devices, right-click PCI bus and click Uninstall.
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When prompted, click OK.

In the System Settings Change dialog, click No as you do not want to restart your instance
immediately.

d. Close Device Manager. The upgrade script reboots your instance.

10. Check that the instance is ready by repeating the procedure in step 7. After you've confirmed it is
ready, log in as the administrator.

11. Confirm that the installation is complete. Navigate to the Ci t ri x- W N_PV folder that you extracted
earlier, open the PVUpgr ade. | og file, and then check for the text | NSTALLATI ON | S COVPLETE.
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Troubleshooting

This topic addresses issues that you might encounter with the Citrix PV driver.

Contents
TCP Offloading (p. 182)
e Time Synchronization (p. 184)
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TCP Offloading

By default, TCP offloading is enabled for the Citrix PV drivers in Windows AMIs. If you encounter transport-
level errors or packet transmission errors (as visible on the Windows Performance Monitor)—for example,
when you're running certain SQL workloads—you may need to disable this feature.

Note
Disabling TCP offloading may reduce the network performance of your instance.

To disable TCP offloading for Windows Server 2012 and 2008

1. Connect to your instance and log in as the local administrator.

2. If you're using Windows Server 2012, press Ctrl+Esc to access the Start screen, and then click
Control Panel. If you're using Windows Server 2008, click Start and select Control Panel.

3. Click Network and Internet, then Network and Sharing Center.
4. Click Change adapter settings.
5. Right-click Citrix PV Ethernet Adapter #0 and select Properties.

l:_ Ethernet

4 | Disable
Status

Diagnoge
%  Bridge Connections
Cregte Shortcut

4  Fename

% Properties

§

6. Inthe Local Area Connection Properties dialog box, click Configure to open the Citrix PV Ethernet
Adapter #0 Properties dialog box.

7. Onthe Advanced tab, disable each of the following properties by selecting them in the Property
list, and selecting Disabled from the Value list:

* IPv4 Checksum Offload

e Large Receive Offload (IPv4)

» Large Send Offload Version 2 (IPv4)
e TCP Checksum Offload (IPv4)

UDP Checksum Offload (IPv4)
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8.
9.

Citrix PV Ethernet Adapter #0 Properties -
Gereral| Advanced | Dives | Detsds | Evenls
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[Disabled
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Enabled [Transmil O]
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Click OK.
Run the following commands from a Command Prompt window.

netsh int ip set global taskoffl oad=di sabled
netsh int tcp set gl obal chi mey=di sabl ed
netsh int tcp set gl obal rss=disabled

C\>
C\>
C\>
C\> netsh int tcp set gl obal netdma=di sabl ed

10. Reboot the instance.

To disable TCP offloading for Windows Server 2003

1.
2.

Connect to your instance and log in as the local administrator.

Click Start, and select Control Panel, then Network Connections, and then Local Area Connection
3.

Click Properties.

Inthe Local Area Connection 3 dialog box, click Configure... to open the Citrix PV Ethernet Adapter
#0 Properties dialog box.

On the Advanced tab, disable each of the following properties by selecting them in the Property
list, and selecting Disabled from the Value list:

e IPv4 Checksum Offload

» Large Send Offload Version 1 (IPv4)
e TCP Checksum Offload (IPv4)

* UDP Checksum Offload (IPv4)
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6. Click OK.
7. Run the following commands from a Command Prompt window.

C\> netsh int ip set global taskoffl oad=di sabl ed
C\> netsh int tcp set global chi mey=di sabl ed
C\> netsh int tcp set global rss=disabled

C\> netsh int tcp set gl obal netdma=di sabl ed

8. Reboot the instance.

Time Synchronization

Prior to the release of the 2013.02.13 Windows AMI, the Citrix Xen guest agent could set the system time
incorrectly. This can cause your DHCP lease to expire. If you have issues connecting to your instance,
you might need to update the agent.

To determine whether you have the updated Citrix Xen guest agent, check whether the C: \ Pr ogr am
Fi l es\ Gitrix\ XenGuest Agent . exe file is from March 2013. If the date on this file is earlier than that,
update the Citrix Xen guest agent service. For more information, see Upgrading Your Citrix Xen Guest
Agent Service (p. 179).

Setting Passwords for Windows Instances

When you connect to a Windows instance, you must specify a user account that has permission to access
the instance, along with the password for the account. The first time that you connect to your instance,
specify the Administrator account and the default password. This default password is automatically gen-
erated by the EC2Config service.

After you connect to your instance, we recommend that you change the Administrator password from its
default value. If you lose your password or it expires, you can manually configure EC2Config to generate
a new password.

Contents
¢ Changing the Administrator Password After Connecting (p. 185)
¢ Resetting an Administrator Password that's Lost or Expired (p. 185)
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Changing the Administrator Password After Con-
necting

Use the following procedure to change the password for the Administrator account for your instance.

Important

Store the new password in a safe place, because you can't get it using the Amazon EC2 console;
the console always gets the default password. If you attempt to connect to the instance using
the default password after the password was changed, you'll get the error "Your credentials did
not work."

To change the local Administrator password

1. Connect to your instance.
2. From your instance, open a Command Prompt window.
3. From the Command Prompt window, run the following command:

C.\> net user Admnistrator new password

Resetting an Administrator Password that's Lost
or Expired

If you've lost the password for the local Administrator account for your Windows instance, or if the password
has expired, you can reset the password using the EC2Config service. Note that you can't reset the
password if you've disabled the local Administrator account.

You'll use the EC2Config service to reset the administrator password by modifying one of its configuration
files on the boot volume of the instance that needs the password reset. However, this file can't be modified
unless the volume is not currently the root volume. Therefore, you must detach the root volume from the
instance, attach the volume to another instance as a secondary volume, change the configuration settings,
and then reattach the volume as the root volume.

Important

The instance gets a new public IP address after you stop and start it as described in the following
procedure. After resetting the password, be sure to connect to the instance using its current
public DNS name. If the instance is in EC2-Classic, any Elastic IP address is disassociated from
the instance, so you must reassociate it. For more information, see Instance Lifecycle (p. 127).

To reset the Administrator password

1. \Verify that the EC2Config service is installed on the instance that needs a password reset. (This in-
stance is referred to as the original instance in this procedure.) EC2Config is available by default on
all Amazon Windows AMls, or you can download it. For more information, see Installing the Latest
Version of EC2Config (p. 173).

2. Open the Amazon EC2 console.
3. Stop the original instance as follows:

In the navigation pane, click Instances.
Right-click the original instance and then click Stop.

c. Inthe Stop Instances dialog box, click Yes, Stop. After the instance has stopped, proceed with
the next step.
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4. Launch a Windows instance in the same Availability Zone as the original instance. (This instance is
referred to as the temporary instance in this procedure.)

Warning

If your temporary instance is based on the same AMI that the original instance is based on,
and the operating system is later than Windows Server 2003, you must complete additional
steps or you won't be able to boot the original instance after you restore its root volume
because of a disk signature collision. Alternatively, select a different AMI for the temporary
instance. For example, if the original instance uses the AWS Windows AMI for Windows
Server 2008 R2, launch the temporary instance using the AWS Windows AMI for Windows
Server 2012 or Windows Server 2003. (To find an AMI for Windows Server 2003, search
for an AMI using the name W ndows_Ser ver - 2003- R2_SP2.)

5. Detach the root volume from the original instance as follows:

a.

6.
a.
b.
c.
d.
7.
a.
b.

On the Description pane of the original instance, note the volume ID of the volume listed as
the Root device.

In the navigation pane, click Volumes.

In the list of volumes, right-click the volume, and then click Detach Volume. After the volume's
status changes to available, proceed with the next step.

Attach the volume to the temporary instance as a secondary volume as follows:

Right-click the volume and click Attach Volume.

In the Attach Volume dialog box, start typing the name or ID of your temporary instance in the
Instances field, and then select it from the list of suggested options.

In the Device box, type xvdf (if it isn't already there), and then click Attach.

Connect to the temporary instance, open the Disk Management utility, and bring the drive online.
For more information, see Make the Volume Available on Windows (p. 373).

Modify the configuration file on the secondary volume as follows:

From the temporary instance, open \ Pr ogr am Fi | es\ Amazon\ Ec2Conf i gSer vi ce\ Set -
tings\config.xm using a text editor, such as Notepad.

At the top of the file, find the plugin with the name Ec2Set Passwor d, as shown here. Change
the state from Di sabl ed to Enabl ed and then save the file.
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!S config.xml - Notepad M=l 3

File Edit Format Yiew Help
[7xm1 wersion="1.0" standalone="wes"7?>
<ec2Configurationsettingss>

<P Ll

| v

<PTugin:
<MamerEcCZSetPassword</Names
<StatesDisabled</states
Plugin:

<Mame>EC2SeTComput erlame<,/Names
<statexDisabled</states
</Plugin=
<Plugin:
<MamerEcZInitializeprives</Mames
<StatexeEnabled</states
</Plugin=
<PTugin:
<Mame>EcZEventLog<, Mames
<StatexDisabled</states
</Plugin=
<Plugin: —
<Name>Ec2ConfigurerbP</Name>
<State>D"|sab'Ieg<,/State>
</Plugin:
<PTugin:
<Mame>ECZOUTpUtRDPCErt < /Mames
<StatexeEnabled</states
</PTugin=
<PTugin:
<MamerEcC2sethriveLetter<//Mames

<StaterEnahled</statex
</Plugin=
<Plugin: A

<] 2

(Optional) If your temporary instance is based on the same AMI that the original instance is based
on, and the operating system is later than Windows Server 2003, you must complete the following
steps or you won't be able to boot the original instance after you restore its root volume because of
a disk signature collision.

a.
b.

In the Registry Editor, load the following registry hive into a folder named BCD: d: \ boot \ bcd.

Search for the following data value in BCD: "Windows Boot Manager". You'll find a match under
a key named 12000004.

Select the key named 11000001 that is sibling to the key you found in the previous step. View

the data for the El enent value.

Locate the four-byte disk signature at offset 0x38 in the data. Reverse the bytes to create the
disk signature, and write it down. For example, the disk signature represented by the following
data is E9EB3AA5:

0030 00 00 00 00 01 00O 00 00
0038 A5 3A EB E9 00 00 00 00
0040 00 00 00 00 0O 00 00 00

In a Command Prompt window, run the following command to start Microsoft DiskPart.

C.\> di skpart

Run the following DiskPart command to select the volume. (You can verify that the disk number
is 1 using the Disk Management utility.)
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10.

DI SKPART> sel ect disk 1

Disk 1 is now the sel ected disk.

Run the following DiskPart command to get the disk signature.

DI SKPART> uni quei d di sk

Di sk I D: 0C764FA8

If the disk signature shown in the previous step doesn't match the disk signature from BCD that
you wrote down earlier, use the following DiskPart command to change the disk signature so
that it matches:

DI SKPART> uni quei d di sk i d=E9EB3AAS

Detach the secondary volume from the temporary instance as follows:

a.

Using the Disk Management utility, bring the volume offline.

Note
The drive is automatically offline if the temporary instance is running the same operating
system as the affected instance, so you won't need to bring it offline manually.

From the Amazon EC2 console, in the navigation pane, click Volumes.

In the list of volumes, right-click the volume, and then click Detach Volume. After the volume's
status changes to available, proceed with the next step.

Reattach the volume to the original instance as its root volume as follows:

Right-click the volume and then click Attach Volume.

In the Attach Volume dialog box, start typing the name or ID of the original instance in the In-
stances list, and then select the instance.

In the Device box, enter / dev/ sdal.
Click Yes, Attach.

11. Restart the original instance as follows:

a.
b.
c.

In the navigation pane, click Instances.
Right-click the original instance and then click Start.
In the Start Instances dialog box, click Yes, Start.

12. Retrieve the new default password as follows:

In the navigation pane, click Instances.
Right-click the original instance and then click Get Windows Password.

In the Retrieve Default Windows Administrator Password dialog box, click Browse, and then
select the . pemfile that corresponds to the key pair that you specified when you launched the
instance.
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d. Click Decrypt Password. You'll use the decrypted password to connect to the original instance
using the local Administrator account.

Setting the Time for aWindows Instance

A consistent and accurate time reference is crucial for many server tasks and processes. Most system
logs include a time stamp that you can use to determine when problems occur and in what order the
events take place. We recommend that you use Coordinated Universal Time (UTC) for your Windows
instances. However, you can use a different time zone if you want.

Contents
e Changing the Time Zone (p. 189)
¢ Configuring Network Time Protocol (NTP) (p. 189)
e Configuring Time Settings for Windows Server 2008 and later (p. 190)
¢ Configuring Time Settings for Windows Server 2003 (p. 191)

Changing the Time Zone

Windows instances are set to the UTC time zone by default. you can change the time to correspond to
your local time zone or a time zone for another part of your network.

To change the time zone on an instance

1. From your instance, open a Command Prompt window.

2. Identify the time zone to use on the instance. To get a list of time zones, use the following command:
tzutil /1. This command returns a list of all available time zones, using the following format:

di spl ay nane
time zone ID

3. Locate the time zone ID to assign to the instance.
4. Assign the time zone to the instance by using the following command:

C\> tzutil /s "Pacific Standard Ti ne"

The new time zone should take effect immediately.

Configuring Network Time Protocol (NTP)

Windows instances use the time.windows.com NTP server to configure the system time; however, you
can change the instance to use a different set of NTP servers if you need to. For example, if you have
Windows instances that do not have Internet access, you can configure them to use an NTP server located
within your private network. The procedures in this section show how you can verify and change the NTP
configuration for an instance.

To verify the NTP configuration

1. From your instance, open a Command Prompt window.
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Get the current NTP configuration by typing the following command:

C\> w32t m/query /configuration

This command returns the current configuration settings for the Windows instance.
(Optional) Get the status of the current configuration by typing the following command:

C\> w32t m/query /status

This command returns information such as the last time the instance synced with the NTP server
and the poll interval.

To change the NTP configuration

1.

From the Command Prompt window, run the following command:

C\> w32tm/config /manual peerlist:comua-delimted |list of NTP servers
/ syncfronfl ags: manual /update

Where conma-delimted |ist of NTP servers isthe list of NTP servers for the instance to
use.

Verify your new settings by using the following command:

C\> w32t m/query /configuration

Configuring Time Settings for Windows Server
2008 and later

When you change the time on a Windows instance, you must ensure that the time persists through system
restarts. Otherwise, when the instance restarts, it reverts back to using UTC time. For Windows Server
2008 and later, you can persist your time setting by adding a RealTimelsUniversal registry key.

To set the RealTimelsUniversal registry key

1.
2.

From the instance, open a Command Prompt window.
Use the following command to add the registry key:

C\>reg add "HKEY_LOCAL_NACHI NE\ Syst eml Cur r ent Cont r ol Set\ Cont r ol \ Ti neZonel n
formation" /v Real Timel sUniversal /d 1 /t REG DWORD /f

(Optional) If you are using an AMI that was created before February 22, 2013, you should verify that
the Microsoft hotfix KB2800213 is installed. If this hotfix is not installed, install it. This hotfix resolves
a known issue in which the RealTimelsUniversal key causes the Windows CPU to run at 100%
during Daylight savings events and the start of each calendar year (January 1).

If you are using an AMI running Windows Server 2008 R2, you must verify that the Microsoft hotfix
KB2922223 is installed. If this hotfix is not installed, install it. This hotfix resolves a known issue in
which the RealTimelsUniversal key prevents the system from updating the CMOS clock.

(Optional) Verify that the instance saved the key successfully using the following command:
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C\>reg query "HKEY_LOCAL_MACH NE\ System CQurrent Control Set\ Control\ Ti neZonel n
formation" /s

This command returns the subkeys for the TimeZonelnformation registry key. You should see the
RealTimelsUniversal key at the bottom of the list, similar to the following:

HKEY_LOCAL_MACHI NE\ Syst eml Curr ent Cont r ol Set\ Cont r ol \ Ti meZonel nf or mati on

Bi as REG_DWORD Ox1e0

Dayl i ght Bi as REG_DWORD Oxffffffca

Dayl i ght Nane REG _SZ @zres.dl|,-211

Dayl i ght Start REG_BI NARY
00000300020002000000000000000000

St andar dBi as REG_DWORD 0x0

St andar dNarne REG_Sz @zres.dll,-212

St andardStart REG_BI NARY
00000B00010002000000000000000000

Ti meZoneKeyNane REG_Sz Pacific Standard Tine

Dynami cDayl i ght Ti meDi sabl ed REG_DWORD 0x0

Acti veTi neBi as REG_DWORD Oxla4

Real Ti mel sUni ver sal REG_DWORD Ox1

Configuring Time Settings for Windows Server
2003

When you change the time zone on an instance running Windows Server 2003, you must ensure that
the time persists through system restarts. Otherwise, if you restart the instance, it reverts to using the
UTC clock for your time zone, resulting in a time skew that correlates with your time offset. You can persist
your time setting by updating your Citrix PV drivers. For more information, see Upgrading PV Drivers on
Your Windows AMI (p. 175).

After you update the Citrix PV drivers, the Citrix Tools for Virtual Machines Service sets the time on the
instance when the service is started.

Configuring a Secondary Private IP Address for
Your Windows Instance in aVPC

In EC2-VPC, you can specify multiple private IP addresses for your instances. After you assign a secondary
private IP address to an instance in a VPC, you must configure the operating system on the instance to
recognize the secondary private IP address.

Configuring the operating system on a Windows instance to recognize a secondary private IP address
requires the following:

* Step 1: Configure Static IP Addressing on Your Windows Instance (p. 192)
¢ Step 2: Configure a Secondary Private IP Address for Your Windows Instance (p. 194)
» Step 3: Configure Applications to Use the Secondary Private IP Address (p. 195)
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Note
These instructions are based on Windows Server 2008 R2. The implementation of these steps
may vary based on the operating system of the Windows instance.

Prerequisites

Before you begin, make sure you meet the following requirements:

As a best practice, launch your Windows instances using the latest AMIs. If you are using an older
Windows AMI, ensure that it has the Microsoft hot fix referenced in http://support.microsoft.com/kb/
2582281.

After you launch your instance in your VPC, add a secondary private IP address. For more information,
see Multiple Private IP Addresses (p. 335).

To allow Internet requests to your website after you complete the tasks in these steps, you must con-
figure an Elastic IP address and associate it with the secondary private IP address. For more information,
see Associating an Elastic IP Address with the Secondary Private IP Address (p. 338).

Step 1: Configure Static IP Addressing on Your
Windows Instance

To enable your Windows instance to use multiple IP addresses, you must configure your instance to use
static IP addressing rather than a DHCP server.

Important

When you configure static IP addressing on your instance, the IP address must match exactly
what is shown in the AWS console, CLI, or API. If you enter these IP addresses incorrectly, the
instance could become unreachable.

To configure static IP addressing on aWindows instance

1.
2.

Connect to your instance.

Find the IP address, subnet mask, and default gateway addresses for the instance by performing
the following steps:

a. Click Start. In the Search field, type cnd to open a command prompt window, and then press
Enter.

b. Atthe command prompt, run the following command: ipconfig /all. Review the following section
in your output, and note the IPv4 Address, Subnet Mask, Default Gateway, and DNS Servers
values for the network interface.

Et hernet adapter Local Area Connection:

Connect i on-specific DNS Suffix
Description . R

Physi cal Address

DHCP Enabl ed. e

Aut oconfi guration Enabl ed . Lo

I Pv4 Address. . . . . . . . . . . : 10.0.0.131

Subnet Mask . . . . . . . . . . . . 255.255 255.0

Default Gateway . . . . . . . . . : 10.0.0.1

DNS Servers . . . . . . . . . . . :10.1.1.10
10.1.1.20
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3. Open the Network and Sharing Center by running the following command from the command
prompt:

C.\> %Syst emRoot % syst enB2\ control . exe ncpa. cpl

4. Right-click the network interface (Local Area Connection) and select Properties.
5. Select Internet Protocol Version 4 (TCP/IPv4) and click Properties.

6. Inthe Internet Protocol Version 4 (TCP/IPv4) Properties dialog box, select Use the following IP
address, enter the following values, and click OK.

Field Value

IP address The IPv4 address obtained in step 2 above.

Subnet mask The subnet mask obtained in step 2 above.

Default gateway The default gateway address obtained in step 2
above.

Preferred DNS server The DNS server obtained in step 2 above.

Alternate DNS server The alternate DNS server obtained in step 2

above. If an alternate DNS server was not listed,
leave this field blank.

Important
If you set the IP address to any value other than the current IP address, you will lose con-
nectivity to the instance.

Internet Protocol ¥ersion 4 (TCP/IP¥4) Properties

General |

‘You can gek IP settings assigned automatically if wour network supports
this capability, Otherwise, you need to ask your netwark administrator
for the appropriate IP settings.

£~ ohtain an IF address automatically

—f% i
IP address: 1o .0 .0 131
Subnet mask: lm
Default gateway: 0.0 .0 .1

£ Obtain DNS server address automatically
—{% Use the Following DNS server addr

Preferred DMNS server: m. 1.1 .10

Alternate DMS server: . 1.1 .20

I~ validate settings upan exi Adyanced. .. |

You will lose RDP connectivity to the Windows instance for a few seconds while the instance converts
from using DHCP to static addressing. The instance retains the same IP address information as before,
but now this information is static and not managed by DHCP.
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Step 2: Configure a Secondary Private IP Address
for Your Windows Instance

After you have set up static IP addressing on your Windows instance, you are ready to prepare a second
private IP address.

To configure a secondary IP address for aWindows instance

© e NN PR

=
o

=R
N B

13.

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
In the navigation pane, click Instances.

Select your instance.

On the Description tab, note the secondary IP address.

Connect to your instance.

On your Windows instance, click Start, and then click Control Panel.
Click Network and Internet, and then click Network and Sharing Center.
Click the network interface (Local Area Connection).

Click Properties.

. Inthe Local Area Connection Properties page, click Internet Protocol Version 4 (TCP/IPv4),

click Properties, and then click Advanced.

. Click Add.
. Inthe TCP/IP Address dialog box, type the secondary private IP address in the IP address box. In

the Subnet mask box, type the same subnet mask that you entered for the primary private IP address
in Step 1: Configure Static IP Addressing on Your Windows Instance (p. 192), and then click Add.

TCP/IP Address HE

IP address: m. o0 .0 .14

Subnet mask: 255,255,285 . 0
Cancel |

Verify the IP address settings, and then click OK.

iAdvanced TCP/IP Sekttings 7| x

17 Settings |ons | wins |

1P addresses
IP address | Subnet mask
10.0.0.12 255,255.255.0
10.0.0.14 255,255.255.0
Add.., | Edit... Remove |
- Default gateways:
@akema | Mekric |
10.0.0.1 Automatic
Add... | Edit... Remove |
v Automatic metric
Inkerface metric:

cwee_|
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14. Click OK again, and then click Close.

15. To confirm that the secondary IP address has been added to the operating system, at a command
prompt, run the command ipconfig /all.

Step 3: Configure Applications to Use the Second-
ary Private IP Address

You can configure any applications to use the secondary private IP address. For example, if your instance
is running a website on 1IS, you can configure IIS to use the secondary private IP address.

To configure 1IS to use the secondary private IP address

Connect to your instance.

Open Internet Information Services (IIS) Manager.

In the Connections pane, expand Sites.

Right-click your website, and then click Edit Bindings.

In the Site Bindings dialog box, under Type, click http, and then click Edit.

In the Edit Site Binding dialog box, in the IP address box, click the secondary private IP address.
(By default, each website accepts HTTP requests from all IP addresses.)

o0k wndRE

Edit Site Binding HE

Type: IP address: Part:
Ihttp j |AII Unassigned j |8El

Host name:

Example: www,conkoso.com or marketing. contaso, com

Ok | Cancel I

7. Click OK, and then click Close.
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Monitoring is an important part of maintaining the reliability, availability, and performance of your Amazon
Elastic Compute Cloud (Amazon EC2) instances and your AWS solutions. You should collect monitoring
data from all of the parts in your AWS solutions so that you can more easily debug a multi-point failure if
one occurs. Before you start monitoring Amazon EC2, however, you should create a monitoring plan that
should include:

« What are your goals for monitoring?

¢ What resources you will monitor?

¢ How often you will monitor these resources?

¢ What monitoring tools will you use?

¢ Who will perform the monitoring tasks?

¢ Who should be notified when something goes wrong?

After you have defined your monitoring goals and have created your monitoring plan, the next step is to
establish a baseline for normal Amazon EC2 performance in your environment. You should measure
Amazon EC2 performance at various times and under different load conditions. As you monitor Amazon
EC2, you should store a history of monitoring data that you've collected. You can compare current Amazon
EC2 performance to this historical data to help you to identify normal performance patterns and performance
anomalies, and devise methods to address them. For example, you can monitor CPU utilization, disk 1/O,
and network utilization for your Amazon EC2 instances. When performance falls outside your established
baseline, you might need to reconfigure or optimize the instance to reduce CPU utilization, improve disk
1/0, or reduce network traffic.

To establish a baseline you should, at a minimum, monitor the following items:

Item to Monitor Amazon EC2 Metric Monitoring Script
CPU utilization CPUUtilization (p. 210)
Memory utilization Monitoring Scripts for Amazon

EC2 Instances (p. 258)

Memory used Monitoring Scripts for Amazon
EC2 Instances (p. 258)

Memory available Monitoring Scripts for Amazon
EC2 Instances (p. 258)
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Item to Monitor Amazon EC2 Metric Monitoring Script
Network utilization Networkin (p. 210)

NetworkOut (p. 210)
Disk performance DiskReadOps (p. 210)

DiskWriteOps (p. 210)

Disk Swap utilization Monitoring Scripts for Amazon

EC2 Instances (p. 258)
Swap used (Linux)

Page File utilization Monitoring Scripts for Amazon

EC2 Instances (p. 258)
Page File used

Page File available
Disk Reads/Writes DiskReadBytes (p. 210)
DiskWriteBytes (p. 210)

Disk Space utilization Monitoring Scripts for Amazon
EC2 Instances (p. 258)

Disk Space used Monitoring Scripts for Amazon
EC2 Instances (p. 258)

Disk Space available Monitoring Scripts for Amazon
EC2 Instances (p. 258)

Automated and Manual Monitoring

AWS provides various tools that you can use to monitor Amazon EC2. You can configure some of these
tools to do the monitoring for you, while some of the tools require manual intervention.

Topics
¢ Automated Monitoring Tools (p. 197)
¢ Manual Monitoring Tools (p. 198)

Automated Monitoring Tools

You can use the following automated monitoring tools to watch Amazon EC2 and report back to you when
something is wrong:

¢ System Status Checks - monitor the AWS systems required to use your instance to ensure they are
working properly. These checks detect problems with your instance that require AWS involvement to
repair. When a system status check fails, you can choose to wait for AWS to fix the issue or you can
resolve it yourself (for example, by stopping and restarting or terminating and replacing an instance).
Examples of problems that cause system status checks to fail include:

* Loss of network connectivity
* Loss of system power
 Software issues on the physical host
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» Hardware issues on the physical host

For more information, see Monitoring Instances with Status Checks (p. 199).

¢ Instance Status Checks - monitor the software and network configuration of your individual instance.
These checks detect problems that require your involvement to repair. When an instance status check
fails, typically you will need to address the problem yourself (for example by rebooting the instance or
by making modifications in your operating system). Examples of problems that may cause instance
status checks to fail include:

* Failed system status checks

» Misconfigured networking or startup configuration
» Exhausted memory

» Corrupted file system

 Incompatible kernel

For more information, see Monitoring Instances with Status Checks (p. 199).

¢« Amazon CloudWatch Alarms - watch a single metric over a time period you specify, and perform one
or more actions based on the value of the metric relative to a given threshold over a number of time
periods. The action is a notification sent to an Amazon Simple Notification Service (Amazon SNS)
topic or Auto Scaling policy. Alarms invoke actions for sustained state changes only. CloudWatch
alarms will not invoke actions simply because they are in a particular state, the state must have changed
and been maintained for a specified number of periods. For more information, see Monitoring Your In-
stances with CloudWatch (p. 207).

« Amazon EC2 Monitoring Scripts - Perl and PowerShell scripts that can monitor memory, disk, and
page/swap file usage in your instances. For more information, see Monitoring Scripts for Amazon EC2
Instances (p. 258).

¢ AWS Management Pack for Microsoft System Center Operations Manager - links Amazon EC2
instances and the Microsoft Windows or Linux operating systems running inside them. The AWS
Management Pack is an extension to Microsoft System Center Operations Manager. It uses a designated
computer in your datacenter (called a watcher node) and the Amazon Web Services APIs to remotely
discover and collect information about your AWS resources. For more information, see AWS Manage-
ment Pack for Microsoft System Center (p. 467).

Manual Monitoring Tools

Another important part of monitoring Amazon EC2 involves manually monitoring those items that the
monitoring scripts, status checks, and CloudWatch alarms don't cover. The Amazon EC2 and CloudWatch
console dashboards provide an at-a-glance view of the state of your Amazon EC2 environment.

¢ Amazon EC2 Dashboard shows:
» Service Health and Scheduled Events by region
* Instance state
 Status checks
» Alarm status

* Instance metric details (In the navigation pane click Instances, select an instance, and then click
the Monitoring tab)

« Volume metric details (In the navigation pane click Volumes, select a volume, and then click the
Monitoring tab)

» Amazon CloudWatch Dashboard shows:
 Current alarms and status
» Graphs of alarms and resources
 Service health status
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In addition, you can use CloudWatch to do the following:

» Graph Amazon EC2 monitoring data to troubleshoot issues and discover trends
» Search and browse all your AWS resource metrics

» Create and edit alarms to be notified of problems

» See at-a-glance overviews of your alarms and AWS resources

Best Practices for Monitoring

Use the following best practices for monitoring to help you with your Amazon EC2 monitoring tasks.

¢ Make monitoring a priority to head off small problems before they become big ones.

¢ Create and implement a monitoring plan that collects monitoring data from all of the parts in your AWS
solution so that you can more easily debug a multi-point failure if one occurs. Your monitoring plan
should address, at a minimum, the following questions:

* What are your goals for monitoring?

« What resources you will monitor?

* How often you will monitor these resources?

« What monitoring tools will you use?

* Who will perform the monitoring tasks?

« Who should be notified when something goes wrong?
¢ Automate monitoring tasks as much as possible.
¢ Check the log files on your EC2 instances.

Monitoring the Status of Your Instances

You can monitor the status of your instances by viewing status checks and scheduled events for your
instances. A status check gives you the information that results from automated checks performed by
Amazon EC2. These automated checks detect whether specific issues are affecting your instances. The
status check information, together with the data provided by Amazon CloudWatch, gives you detailed
operational visibility into each of your instances.

You can also see status on specific events scheduled for your instances. Events provide information
about upcoming activities such as rebooting or retirement that are planned for your instances, along with
the scheduled start and end time of each event.

Contents
¢ Monitoring Instances with Status Checks (p. 199)
¢ Monitoring Events for Your Instances (p. 204)

Monitoring Instances with Status Checks

With instance status monitoring you can quickly determine whether Amazon EC2 has detected any
problems that may prevent your instances from running applications. Amazon EC2 performs automated
checks on every running Amazon EC2 instance to identify hardware and software issues. You can view
the results of these status checks to identify specific and detectable problems. This data augments the
information that Amazon EC2 already provides about the intended state of each instance (pending, running,
stopping, etc.) as well as the utilization metrics that Amazon CloudWatch monitors (CPU utilization, network
traffic, and disk activity).
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Status checks are performed every minute and each returns a pass or a fail status. If all checks pass,
the overall status of the instance is OK. If one or more checks fail, the overall status is impaired. Status
checks are built into Amazon EC2, so they cannot be disabled or deleted. You can, however create or
delete alarms that are triggered based on the result of the status checks. For example, you can create
an alarm to warn you if status checks fail on a specific instance. For more information, see Creating and
Editing Status Check Alarms (p. 202).

There are two types of status checks: system status checks and instance status checks.

System status checks monitor the AWS systems required to use your instance to ensure they are
working properly. These checks detect problems with your instance that require AWS involvement to repair.
When a system status check fails, you can choose to wait for AWS to fix the issue or you can resolve it
yourself (for example, by stopping and restarting or terminating and replacing an instance). Examples of
problems that cause system status checks to fail include:

* Loss of network connectivity

¢ Loss of system power

» Software issues on the physical host
¢ Hardware issues on the physical host

Instance status checks monitor the software and network configuration of your individual instance.
These checks detect problems that require your involvement to repair. When an instance status check
fails, typically you will need to address the problem yourself (for example, by rebooting the instance or
by making modifications in your operating system). Examples of problems that may cause instance status
checks to fail include:

¢ Failed system status checks

» Misconfigured networking or startup configuration
¢ Exhausted memory

» Corrupted file system

Note

Status checks that occur during instance reboot or while a Windows instance store-backed in-
stance is being bundled will report an instance status check failure until the instance becomes
available again.

Viewing Status

AWS provides you with several ways to view and work with status checks: You can use the AWS Man-
agement Console, interact directly with the API, or use the command line interface.

Amazon EC2 Console

To view status checks using the console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

In the navigation pane, click Instances.

On the Instances page, the Status Checks column lists the operational status of each instance.
To view an individual instance’s status, select the instance, and then click the Status Checks tab.

P oDdPE
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Description Status Checks Monitoring Tags
Status checks detect problems that may impair this instance from running your applications. Leam more about status checks

Create Status Check Alarm

System Status Checks (i Instance Status Checks (i

These checks monitor the AWS systems required to use this instance and ensure they are These checks monitor your software and network configuration for this instance
functioning property nstance reachability check failed at October 7, 2013 11:52:11 AM UTC+2 (16 minutes ago)
1:.-7-‘.—"1 reachab I‘._.- Check passed Learm more about this issue

Additional Resources

Submit feedback if our checks do no not reflect your experience with this instance or If they do not detect the issues you are having
Please note that we will not respond to customer support issues reported via this form. Please post your issue on the Developer Forums or contact AWS Support if you need technical assistance with th
instance

Note
If you have an instance with a failed status check and the instance has been unreachable for
over 20 minutes, you can click Contact AWS Support to submit a request for assistance.

Command Line Interface

To do this Run this command

Get the status of all instances descri be-i nstance-st at us

Get the status of all instances with a instance status | descri be-i nstance-status --filters

of impaired Nare=i nst ance- st at us. st at us, Val ues=i npai r ed
Get the status of a single instance with instance ID | descri be-i nst ance-status --instance-i ds
i-15a4417c -i-15a4417c

For more information about using the describe-instance-status command, see describe-instance-status
in the AWS Command Line Interface Reference.

API

You can use the Descri bel nst anceSt at us action to retrieve the status of your instances. For more
information, see DescribelnstanceStatus in the Amazon EC2 API Reference.

Reporting Status

You can provide feedback about your instances if you are having problems with an instance whose status
is not shown as impaired, or to send AWS additional details about the problems you are experiencing
with an impaired instance.

We use reported feedback to identify issues impacting multiple customers, but do not respond to individual
account issues reported via this form. Providing feedback does not change the status check results that
you currently see for this instance.

If you are in need of technical assistance specific to your account, please post your question to the De-
veloper Forums or contact Premium Support.

Amazon EC2 Console

To report status feedback using the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
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In the navigation pane, click Instances.

On the Instances page, click on the instance on which you want to report status.
Click the Status Checks tab, and then click Submit feedback.

Complete the information on the Report Instance Status page.

ok wbn

Command Line Interface

Usethereport -i nst ance- st at us command to send status feedback using the command line interface.
The command uses the following syntax:

aws ec2 report-instance-status [--instances ...] [--status ...] [--reason-codes]

-]

For more information about using the r eport - i nst ance- st at us command, see the report-instance-
status command in the AWS Command Line Interface Reference.

API

You can use the Repor t | nst anceSt at us action to submit feedback about a running instance's status.
If your experience with the instance differs from the instance status returned by the Descri bel n-

st anceSt at us action, use Report | nst anceSt at us to report your experience with the instance.
Amazon EC2 collects this information to improve the accuracy of status checks. For more information,
see ReportinstanceStatus in the Amazon EC2 API Reference.

Creating and Editing Status Check Alarms

You can create instance status and system status alarms to notify you when an instance has a failed
status check. To create or change these alarms, you can use either the AWS Management Console or
the command line interface (CLI).

AWS Management Console

To create a status check alarm

You can create status check alarms for an existing instance to monitor instance status or system status.
You can configure the alarm to send you a notification by email when an instance fails an instance check
or system status check.

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
In the navigation pane, click Instances.
Select an instance, and then on the Status Checks tab, click Create Status Check Alarm.

In the Create Alarm dialog box, select the Send a notification to check box, and then choose an
existing Amazon Simple Notification Service (SNS) topic or create a new SNS topic to use for this
alarm.

5. Inthe With these recipients box, type your email address (e.g., john.stiles@example.com) and the
addresses of any additional recipients, separated by commas.

6. Inthe Whenever drop-down list, select the status check you want to be notified about (e.g., Status
Check Failed (Any), Status Check Failed (Instance), or Status Check Failed (System)).

7. Inthe For at least box, set the number of periods you want to evaluate (for example, 2) and in the
consecutive periods drop-down menu, select the evaluation period duration (for example, 5 minutes)
before triggering the alarm and sending an email

8. To change the default name for the alarm, in the Name of alarm box, type a friendly name for the

alarm (for example, StatusCheckFailed), and then click Create Alarm.

P obdPE
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Important

If you added an email address to the list of recipients or created a new topic, Amazon SNS
will send a subscription confirmation email message to each new address shortly after you
create an alarm. Remember to click the link contained in that message, which confirms your
subscription. Alert notifications are sent only to confirmed addresses.

To edit a status check alarm

If you need to make changes to an instance status alarm, you can edit it.

RS

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

In the navigation pane, click Instances.

Select an instance, click Actions, and then click Add/Edit Alarms.

In the Alarm Details dialog box, click the name of the alarm.

In the Edit Alarm dialog box, make the desired changes, and then click Save.

Command Line Interface

To create a status check alarm using the CLI

You can create a status check alarm using the AWS CLI. In the following example, the alarm publishes
a notification to a specific SNS topic that has the ARN arn:aws:sns:us-east-
1:1111111111:StatusCheckNotifications when instance i-ab12345 fails either the instance check or system
status check for at least two periods. (The metric is StatusCheckFailed.) For more information, see the
put-metric-alarm command in the AWS Command Line Interface Reference.

1.

At a command prompt, type aws cl oudwat ch |ist-netrics toview the list of all available
Amazon CloudWatch metrics for the services in AWS that you're using.

In the list of metrics, review the Status Check metrics that have the AWS/EC2 namespace. These
are the status check metrics that you can use to create a status check alarm.

At the command prompt, enter the following command:

C\> aws cloudwatch put-netric-alarm
--al armnane StatusCheckFailed-Al armfor-i-

ab12345 --al arm description "A armwhen StatusCheckFailed netric has a val ue
of one for two periods" --netric-nane StatusCheckFail ed --nanmespace AWS/ EC2
--statistic Maxi mum --di mensi ons Nane=| nst ancel d, Val ue=i - ab12345 --peri od
300 --unit Count --evaluation-periods 2 --threshold 1 --conpari son-oper ator
G eater ThanThreshol d --al arm acti ons arn: aws: sns: us- east -

1:1111111111St at usCheckNoti ficati ons

Where:
The --alarm-name is the name of the alarm. This is required.
The --alarm-description is a friendly description of the alarm.

The --metric-name is one of the available status metrics (e.g., StatusCheckFailed, StatusCheck-
Failed_Instance, or StatusCheckFailed_System). This is required.

The --namespace is the metric's namespace (e.g., AWS/EC?2). This is required.
The --statistic is one of the following values: Average, Sum, Minimum, or Maximum. This is required.

The --dimensions are associated with the metric (e.g., Instanceld=i-ab12345).
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The --period is the time frame (in seconds) in which Amazon CloudWatch metrics are collected. In
this example, you would enter 300, which is 60 seconds multiplied by 5 minutes. This is required.

The --unit is unit for the alarm's associated metric.

The --evaluation-periods is the number of consecutive periods for which the value of the metric
must be compared to the threshold. This is required.

The --threshold is the value to which the metric will be compared (e.g., 1). This is required.

The --alarm-actions is the list of actions to perform when this alarm is triggered. Each action is
specified as an Amazon Resource Number (ARN). In this example, we want the alarm to send us
an email using Amazon SNS.

Note
You can find the ARN for the Amazon SNS topic that the alarm will use in the Amazon SNS
console:

1. Open the Amazon SNS console at https://console.aws.amazon.com/sns/.

2. Inthe navigation pane, under My Topics, select the topic you want the alarm to send
mail to.

3. The ARN is located in the Topic ARN field on the Topic Details pane.

The --unit is the unit of the metric on which to alarm (e.g., Count).

Monitoring Events for Your Instances

Instance status describes specific events that AWS may schedule for your instances, such as a reboot
or retirement. These scheduled events are not frequent. If one of your instances will be affected by a
scheduled event, you'll receive an email prior to the scheduled event with details about the event, as well
as a start and end date. You can also view scheduled events for your instance by using the Amazon EC2
console, API, or CLI. For more information, see Viewing Scheduled Events (p. 204).

There are different types of scheduled events:

¢ Reboot: A reboot can be either an instance reboot or a system reboot.

¢ System maintenance: An instance may be temporarily affected by network maintenance or power
maintenance.

¢ Instance retirement: An instance that's scheduled for retirement will be stopped or terminated.
¢ Instance stop: An instance may need to be stopped in order to migrate it to new hardware.

If one of your instances is scheduled for any of the above events, you may be able to take actions to
control the timing of the event, or to minimize downtime. For more information, see Working with an Instance
That Has a Scheduled Event (p. 205).

Contents
¢ Viewing Scheduled Events (p. 204)
¢ Working with an Instance That Has a Scheduled Event (p. 205)

Viewing Scheduled Events

You can view scheduled events for your instances using the Amazon EC2 console, the command line
interface (CLI), or the API.
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Amazon EC2 Console

To view scheduled events for your instances using the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. Inthe navigation pane, click Events. You can see a list of all resources with events associated with
them. You can filter by instance or volume, or by specific status types.

3. Alternatively, you can do the following to view upcoming scheduled events:

a. Inthe navigation pane, click the EC2 Dashboard.

b. Under Scheduled Events, you can see the events associated with your Amazon EC2 instances
and volumes.

Command Line Interface and API

To view the status of your instances, use the ec2-describe-instance-status command, or the Describeln-
stanceStatus API action.

Working with an Instance That Has a Scheduled Event

If your instance has a scheduled event, your course of action will depend on whether your instance’s root
device volume is an Amazon EBS volume or an instance store volume. You can determine the root device
type for an instance by checking the value of the Root device type field in the details pane on the In-
stances page.

Instances Scheduled for Reboot

AWS may schedule instances for a reboot in order to perform tasks such as applying patches, upgrades,
or maintenance to the underlying host. There are two types of reboot events: system reboot and instance
reboot. During a system reboot, your instance and the hardware supporting your instance is rebooted.
During an instance reboot, your instance is rebooted, but the hardware supporting your instance is not
rebooted. You can find out which type of reboot event is scheduled for your instance by using the Amazon
EC2 console.

To view the type of scheduled reboot events

1. Signin to the AWS Management Console and open the Amazon EC2 console at https://con-
sole.aws.amazon.com/ec2/.

2. In the navigation pane, click Events.
3. Select Instance resources from the filter list, and locate your instance.

4. Look under the Event Type column. The column should indicate syst em r eboot ori nst ance-
reboot .

Actions Required for System Reboot

No action is required on your part if one of your instances is scheduled for a system reboot. We recommend
that you wait for the reboot to occur automatically within its scheduled maintenance window. The reboot
typically completes in a matter of minutes.

After the reboot completes, you can begin using your instance again. It is not necessary to wait until the
scheduled end time.
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To verify that the reboot has occurred, check your scheduled events and verify that the instance no longer
shows a scheduled event. We recommend that you check whether the software on your instance is oper-
ating as you expect.

Actions Required for Instance Reboot

No action is required on your part if one of your instances is scheduled for an instance reboot. However,
you can reboot your instance manually if it is scheduled for an instance reboot. You can reboot the instance
at a time that is convenient for you before the reboot event is scheduled to begin. For more information,
see Reboot Your Instance (p. 144).

After you reboot your instance, the scheduled event for the instance reboot is canceled immediately and
the event's description is updated. The pending maintenance to the underlying host is completed, and
you can begin using your instance again after it has fully booted.

Instances Scheduled to Be Stopped or Retired

An instance is scheduled to be stopped or retired when AWS detects irreparable failure of the underlying
hardware hosting your instance. When an instance reaches its scheduled retirement date, it is stopped
or terminated by AWS. If your instance's root device is an Amazon EBS volume, the instance is stopped,
and you can start it again at any time. If your instance's root device is an instance store volume, the instance
is terminated, and cannot be used again.

Actions Required for Instances Scheduled to Be Stopped or Retired

If your instance's root device is an Amazon EBS volume, you can wait for the instance to be stopped or
retired at the scheduled event start time. Alternatively, you can stop and start the instance yourself. Doing
SO migrates your instance to new hardware and help reduce unforeseen downtime. For more information
about stopping your instance, as well as information about changes to your instance configuration when
it's stopped, see Stop and Start Your Instance (p. 141).

If your instance's root device is an instance store volume, we recommend that you launch a replacement
instance from your most recent AMI, and migrate all necessary data to the replacement instance before
the scheduled retirement. You can then terminate the instance, or wait for it to be automatically terminated
when it's retired.

For more information about instances scheduled for retirement and how to manage them, see Instance
Retirement (p. 145).

Important

Any data stored on instance store volumes is lost when the instance is stopped or terminated,
and cannot be recovered. This includes instance store volumes that are attached to an instance
that has an Amazon EBS volume as the root device. Before the instance is stopped or terminated,
ensure you retrieve any data from the instance store volume that you will need later.

Instances Scheduled for Maintenance

Instances are scheduled for maintenance when underlying Amazon EC2 hardware requires maintenance.
There are two types of maintenance events: network maintenance and power maintenance. During network
maintenance, scheduled instances lose network connectivity for a brief period of time. Normal network
connectivity to your instance will be restored after maintenance is complete. During power maintenance,
scheduled instances are offline for a brief period, and then rebooted.

Actions Required for Instances Scheduled for Maintenance

No action is required on your part if one of your instances is scheduled for maintenance. However, if you
want to maintain normal operation during this time, you can launch a replacement instance from your
most recent AMI, and migrate all necessary data to the replacement instance before the scheduled
maintenance. Replacement instances are not affected by the same scheduled network or power mainten-
ance.
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For power maintenance, when a reboot is performed, all of your instance's configuration settings are re-
tained.

Monitoring Your Instances with CloudWatch

You can monitor your Amazon EC2 instances using Amazon CloudWatch, which collects and processes
raw data from Amazon EC2 into readable, near real-time metrics. These statistics are recorded for a
period of two weeks, so that you can access historical information and gain a better perspective on how
your web application or service is performing. By default, Amazon EC2 metric data is automatically sent
to CloudWatch in 5-minute periods. You can, however, enable detailed monitoring on an Amazon EC2
instance, which sends data to CloudWatch in 1-minute periods. For more information about Amazon
CloudWatch, see the Amazon CloudWatch Developer Guide.

The following table describes basic and detailed monitoring for Amazon EC2 instances.

Type Description

Basic Data is available automatically in 5-minute periods
at no charge.

Detailed Data is available in 1-minute periods at an
additional cost. To get this level of data, you must
specifically enable it for the instance. For the
instances where you've enabled detailed
monitoring, you can also get aggregated data
across groups of similar instances.

For information about pricing, see the Amazon
CloudWatch product page.

You can get monitoring data for your Amazon EC2 instances using either the Amazon CloudWatch API
or the AWS Management Console. The console displays a series of graphs based on the raw data from
the Amazon CloudWatch API. Depending on your needs, you might prefer to use either the data from
the API or the graphs in the console.

Contents
¢ Enabling or Disabling Detailed Monitoring on an Amazon EC2 Instance (p. 207)
¢ View Amazon EC2 Metrics (p. 210)
¢ Get Statistics for Metrics (p. 217)
¢ Graphing Metrics (p. 233)
¢ Create a CloudWatch Alarm (p. 237)
¢ Create Alarms That Stop or Terminate an Instance (p. 244)

Enabling or Disabling Detailed Monitoring on an
Amazon EC2 Instance

This section describes how to enable or disable detailed monitoring on either a new instance (as you
launch it) or on a running or stopped instance. After you enable detailed monitoring, the Amazon EC2
console displays monitoring graphs with a 1-minute period for the instance. You can enable or disable
detailed monitoring using the console or the command line interface (CLI).
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AWS Management Console

To enable detailed monitoring of an existing EC2 instance

You can enable detailed monitoring of your EC2 instances, which provides data about your instance in
1-minute periods. (There is an additional charge for 1-minute monitoring.) Detailed data is then available
for the instance in the AWS Management Console graphs or through the API. To get this level of data,
you must specifically enable it for the instance. For the instances on which you've enabled detailed
monitoring, you can also get aggregated data across groups of similar instances. An instance must be
running or stopped to enable detailed monitoring.

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. In the navigation pane, click Instances.

3. Inthe list of instances, select a running or stopped instance, click Actions, and then click Enable
Detailed Monitoring.

4. Inthe Enable Detailed Monitoring dialog box, click Yes, Enable.
5. Inthe Enable Detailed Monitoring confirmation dialog box, click Close.

Detailed data (collected with a 1-minute period) is then available for the instance in the AWS Man-
agement Console graphs or through the API.
To enable detailed monitoring when launching an EC2 instance

When launching an instance with the AWS Management Console, select the Monitoring check box on
the Configure Instance Details page of the launch wizard.

After the instance is launched, you can select the instance in the console and view its monitoring graphs
on the instance's Monitoring tab in the lower pane.

To disable detailed monitoring of an EC2 instance

When you no longer want to monitor your instances at 1-minute intervals, you can disable detailed mon-
itoring and use basic monitoring instead. Basic monitoring provides data in 5-minute periods at no charge.

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. In the navigation pane, click Instances.

3. Inthe list of instances, select a running or stopped instance, click Actions, and then click Disable
Detailed Monitoring.

4. Inthe Disable Detailed Monitoring dialog box, click Yes, Disable.
5. Inthe Disable Detailed Monitoring confirmation dialog box, click Close.

For information about launching instances, see Launch Your Instance (p. 130).

Command Line Interface

To enable detailed monitoring on an existing instance

Use the noni t or - i nst ances command with one or more instance IDs. For more information about
using the monitor-instances command, see monitor-instances in the AWS Command Line Interface
Reference.

C.\> aws ec2 nonitor-instances --instance-ids i-570e5a28

{

"l nstanceMonitorings": [
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{
"Instanceld": "i-570e5a28",
"Monitoring": {
"State": "pending"
}
}

Detailed data (collected with a 1-minute period) is then available for the instance in the AWS Management
Console graphs or through the API.

To enable detailed monitoring when launching an instance

Use the r un-i nst ances command with the - - noni t or i ng flag. For more information about using the
run-instances command, see run-instances in the AWS Command Line Interface Reference.

C\> aws ec2 run-instances --image-id am -09092360 --key-name MyKeyPair --non
itoring Enabl ed=val ue

Amazon EC2 returns output similar to the following example. The status of monitoring is listed as pending.

"Omerld": "111122223333",
"Reservationld": "r-25fad905",
"Groups": [
{
"GroupNane": "default",
"Groupld": "sg-eafelb82"
}
1,
"I nstances": [
{
"Monitoring": {
"State": "pending"
}

"Publ i cDnsNane": null,
"Platforni: "w ndows",
"State": {

"Code": 0,

"Nanme": "pending"
b,
"EbsOptim zed": false,
"LaunchTi nme": "2014-02-24T18: 02: 49. 000Z",
"Product Codes": [],
"StateTransiti onReason": null,
"Instanceld": "i-31283b11",
"I magel d": "am -09092360",
"PrivateDnsNanme": null,
"KeyNane": "MKeyPair",
"SecurityGoups": [
{

"GroupNane": "default",

"Groupld": "sg-eafelb82"
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"Cient Token": null,

"I nstanceType": "ml.small",
"Net wor kl nterfaces": [],
"Placenent": {

"Tenancy": "default",

"G oupNarme": null,

"Avail abi lityZone": "us-east-1b"
}s
"Hypervisor": "xen",

"Bl ockDevi ceMappi ngs": [],

"Architecture": "x86_64",

" St at eReason”: {
"Message": "pending",
"Code": "pending"

}s

"VirtualizationType": "hvni,

"Root Devi ceType": "instance-store",

"Am Launchl ndex": 0

After the instance is running, detailed data (collected with a 1-minute period) is then available for the in-
stance in the AWS Management Console graphs or through the API.

To disable detailed monitoring of an instance

Use the unnoni t or - i nst ances command with one or more instance IDs. For more information about
using the unmonitor-instances command, see unmonitor-instances in the AWS Command Line Interface
Reference.

C.\> aws ec2 unnonitor-instances --instance-ids i-570e5a28
{
"I nstanceMoni torings": [
{
"Instanceld": "i-570e5a28",
"Monitoring": {
"State": "disabling"
}
}

View Amazon EC2 Metrics

Only those services in AWS that you're using send metrics to Amazon CloudWatch. You can use the
Amazon CloudWatch console, the non- | i st - net ri cs command, or the Li st Metri cs API to view the
metrics that Amazon EC2 sends to CloudWatch. If you've enabled detailed monitoring, each data point
covers the instance's previous 1 minute of activity. Otherwise, each data point covers the instance's
previous 5 minutes of activity.
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Metric Description

CPUCr edi t Usage (Only valid for T2 instances) The number of CPU credits consumed
during the specified period.

This metric identifies the amount of time during which physical CPUs
were used for processing instructions by virtual CPUs allocated to
the instance.

Note
CPU Credit metrics are available at a 5 minute frequency.

Units: Count

CPUCr edi t Bal ance (Only valid for T2 instances) The number of CPU credits that an
instance has accumulated.

This metric is used to determine how long an instance can burst
beyond its baseline performance level at a given rate.

Note
CPU Credit metrics are available at a 5 minute frequency.

Units: Count

CPUtI i zation The percentage of allocated EC2 compute units that are currently in
use on the instance. This metric identifies the processing power
required to run an application upon a selected instance.

Units: Percent

Di skReadOps Completed read operations from all ephemeral disks available to the
instance in a specified period of time. If your instance uses Amazon
EBS volumes, see Amazon EBS Metrics (p. 376).

Note

To calculate the average I/O operations per second (IOPS)
for the period, divide the total operations in the period by
the number of seconds in that period.

Units: Count

Di skWi t eOps Completed write operations to all ephemeral disks available to the
instance in a specified period of time. If your instance uses Amazon
EBS volumes, see Amazon EBS Metrics (p. 376).

Note

To calculate the average I/O operations per second (IOPS)
for the period, divide the total operations in the period by
the number of seconds in that period.

Units: Count

Di skReadByt es Bytes read from all ephemeral disks available to the instance (if your
instance uses Amazon EBS, see Amazon EBS Metrics (p. 376).)

This metric is used to determine the volume of the data the application
reads from the hard disk of the instance. This can be used to
determine the speed of the application.

Units: Bytes
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Metric

Di skW it eBytes

Net wor kIl n

Net wor kQut

St at usCheckFai | ed

St at usCheckFai | ed_| nst ance

Description

Bytes written to all ephemeral disks available to the instance (if your
instance uses Amazon EBS, see Amazon EBS Metrics (p. 376).)

This metric is used to determine the volume of the data the application
writes onto the hard disk of the instance. This can be used to
determine the speed of the application.

Units: Bytes

The number of bytes received on all network interfaces by the
instance. This metric identifies the volume of incoming network traffic
to an application on a single instance.

Units: Bytes

The number of bytes sent out on all network interfaces by the
instance. This metric identifies the volume of outgoing network traffic
to an application on a single instance.

Units: Bytes

A combination of StatusCheckFailed_Instance and
StatusCheckFailed_System that reports if either of the status checks
has failed. Values for this metric are either 0 (zero) or 1 (one.) A zero
indicates that the status check passed. A one indicates a status check
failure.

Note

Status check metrics are available at 1 minute frequency.
For a newly launched instance, status check metric data
will only be available after the instance has completed the
initialization state. Status check metrics will become
available within a few minutes of being in the running state.

Units: Count

Reports whether the instance has passed the EC2 instance status

check in the last minute. Values for this metric are either 0 (zero) or
1 (one.) A zero indicates that the status check passed. A one indicates
a status check failure.

Note

Status check metrics are available at 1 minute frequency.
For a newly launched instance, status check metric data
will only be available after the instance has completed the
initialization state. Status check metrics will become
available within a few minutes of being in the running state.

Units: Count
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Metric

St at usCheckFai | ed_Syst em

Description

Reports whether the instance has passed the EC2 system status
check in the last minute. Values for this metric are either O (zero) or
1 (one.) A zero indicates that the status check passed. A one indicates
a status check failure.

Note

Status check metrics are available at 1 minute frequency.
For a newly launched instance, status check metric data
will only be available after the instance has completed the
initialization state. Status check metrics will become
available within a few minutes of being in the running state.

Units: Count

You can use the dimensions in the following table to refine the metrics returned for your instances.

Dimension

Aut oScal i ngG oupNane

I mgel d

I nstancel d

I nst anceType

For more information about using

Description

This dimension filters the data you request for all instances in a
specified capacity group. An AutoScalingGroup is a collection of
instances you define if you're using the Auto Scaling service. This
dimension is available only for EC2 metrics when the instances are
in such an AutoScalingGroup. Available for instances with Detailed
or Basic Monitoring enabled.

This dimension filters the data you request for all instances running
this EC2 Amazon Machine Image (AMI). Available for instances with
Detailed Monitoring enabled.

This dimension filters the data you request for the identified instance
only. This helps you pinpoint an exact instance from which to monitor
data. Available for instances with Detailed Monitoring enabled.

This dimension filters the data you request for all instances running
with this specified instance type. This helps you categorize your data
by the type of instance running. For example, you might compare
data from an m1.small instance and an ml.large instance to
determine which has the better business value for your application.
Available for instances with Detailed Monitoring enabled.

the Get Metri cStati stics action, see GetMetricStatistics in the

Amazon CloudWatch API Reference.

AWS Management Console

To view available metrics by category

You can view metrics by category. Metrics are grouped first by Namespace, and then by the various Di-
mension combinations within each Namespace. For example, you can view all EC2 metrics, or EC2
metrics grouped by instance ID, instance type, image (AMI) ID, or Auto Scaling Group.

1. Open the Amazon CloudWatch console at https://console.aws.amazon.com/cloudwatch/.

2. If necessary, change the region. From the navigation bar, select the region that meets your needs.
For more information, see Regions and Endpoints.
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US East (M. Virginia)
US West (Oregon)

US West (N. California)
EU (Ireland)

EU (Frankfurt)

Asia Pacific (Singapore)
Asia Pacific (Tokyo)
Asia Pacific (Sydney)

South America (Sdo Paulo)

In the navigation pane, click Metrics.

Dashboard

Browse Metrics Q Search Metrics x
Alarms
ALARM @ « CloudWatch Metrics by Category
INSUFFICIENT (48] Your Cloudwatch metric summary has loaded. Total metrics: 1,014
oK L2} Billing Metrics : 35 DynamoDB Metrics: 4 EBS Metrics: 80
Billing

Total Estimated Charge: 1 Table Metrics : 4 Per-Volume Metrics : 80

I Metrics By Senvice: 13
By Linked Account: 3
By Linked Account and Senvice: 18

Billing
DynamoDB EC2 Metrics: 272 ELB Metrics: 95 ElastiCache Metrics: 87
EBS
Per-Instance Metrics - 181 Per-LB Metrics - 29 Cache Node Metrics - 87
EC2 By Auto Scaling Group: 56 Per LB, per AZ Metrics - 37
ELB By Image (AMI) Id: 14 By Availability Zone : 20
Aggregated by Instance Type: 14 Across AllLBs: 9
FlastiCache Across All Instances: 7
OpsWorks
RDS OpsWorks Metrics - 45 RDS Metrics: 104 Redshift Metrics - 26
Redshift Instance Metrics - 15 Per-Database Metrics - 52 Mode Metrics - 13
Route 53 Layer Metrics - 15 By Database Class - 26 Aggregated by Cluster- 13
Stack Metrics - 15 By Database Engine - 13
SNS Across All Databases - 13
sQs

In the CloudWatch Metrics by Category pane, under EC2 Metrics, select Per-Instance Metrics,

and then in the upper pane, scroll down to view the full list of metrics.
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Browse Metrics Q Search Metrics X | EC2 > Per-Instance Metrics € 1io0500F181 Metrics #  §

4 | Showing all results (181) for EC2 > Per-instance Metrics. ]|

Select All | Clear
EC2 > Per-Instance Metrics

Instanceld ~ | Metric Name -
(=] i-14d5ac6e CPUUtilization
1] i-14dbactc DiskReadBytes
[ i-14d5acke DiskReadOps
1] i-14dbactc DiskWriteBytes
= iH14dbactc DiskwriteOps
| = |
« Time Range
Relative || Absolute | UTC(GMT) [=]
From: |12 hours ago IZ|
To: |0 minutes agolZI
Zoom: Th | 3h | 6h | 12h [ 1d | 3d | 1w | 2w

Command Line Interface

To list available metrics across multiple Amazon EC2 instances

Enterthel i st - net ri cs command and specify the AWS/EC2 namespace to limit the results to Amazon
EC2. For more information about the | i st - net ri cs command, see list-metrics in the AWS Command
Line Interface Reference.

C\> aws cloudwatch list-metrics --namespace AWS/ EC2

CloudWatch returns the following (partial listing):

"Namespace": "AWS/ EC2",
"Di mensions": [

{
"Nane": "lnstanceType",
"Value": "t1.mcro"
}
1,
"MetricNane": "CPUUIIization"
},
{
"Namespace": "AWS/ EC2",
"Di mensi ons": [
{
"Name": "Instancel d",
"Val ue": "i-570e5a28"
}
1,
"MetricNane": "Di skWiteOps"
1
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"Namespace": "AWS/ EC2",
"Di mensi ons": [
{
"Nane": "InstanceType",
"Value": "tl.mcro"
}
]

"MetricName": "NetworkQut"

"Namespace": "AWS/ EC2",
"Di mensi ons": [
{
"Nane": "Il nmagel d",
"Val ue": "ani-6ch90605"
}
]

"MetricNanme": "CPUUI|ization"

"Namespace": "AWS/ EC2",
"Di mensi ons": [
{
"Nane": "Il nmagel d",
"Val ue": "ani-6ch90605"
}
]

"MetricName": "Networkln"

"Namespace": "AWS/ EC2",
"Di mensi ons": [
{
"Nane": "InstanceType",
"Value": "tl.mcro"
}
]

"MetricNane": "Di skReadByt es"

"Namespace": "AWS/ EC2",
"Di mensi ons": [
{
"Name": "Instanceld",
"Val ue": "i-570e5a28"
}
]

"MetricNane": "StatusCheckFail ed_Systent

"Namespace": "AWS/ EC2",
"Di mensi ons": [
{
"Name": "Instanceld",
"Val ue": "i-570e5a28"
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"MetricName": " NetworkQut"

3
{
"Namespace": "AWS/ EC2",
"Di mensi ons": [
{
"Name": "Instanceld",
"Val ue": "i-0c986c72"
}
1,
"MetricNane": "Di skWiteBytes"
}

Get Statistics for Metrics

This set of scenarios shows you how you can use the AWS Management Console, the get-netri c-
statistics command, orthe Get Metri cStati stics APl to get a variety of statistics.

Note
Start and end times must be within the last 14 days.

Contents
¢ Get Statistics for a Specific EC2 Instance (p. 217)
¢ Aggregating Statistics Across Instances (p. 221)
¢ Get Statistics Aggregated by Auto Scaling Group (p. 226)
¢ Get Statistics Aggregated by Image (AMI) ID (p. 229)

Get Statistics for a Specific EC2 Instance

The following scenario walks you through how to use the AWS Management Console or the get - netri c-
stati sti cs command to determine the maximum CPU utilization of a specific EC2 instance.

Note
Start and end times must be within the last 14 days.

For this example, we assume that you have an EC2 instance ID. You can get an active EC2 instance ID
through the AWS Management Console or with the descri be-i nst ances command.

AWS Management Console

To display the average CPU utilization for a specific instance

1. Open the Amazon CloudWatch console at https://console.aws.amazon.com/cloudwatch/.

2. If necessary, change the region. From the navigation bar, select the region that meets your needs.
For more information, see Regions and Endpoints.
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US East (M. Virginia)
US West (Oregon)

US West (N. California)
EU (Ireland)

EU (Frankfurt)

Asia Pacific (Singapore)
Asia Pacific (Tokyo)
Asia Pacific (Sydney)

South America (Sdo Paulo)

In the navigation pane, click Metrics.
In the CloudWatch Metrics by Category pane, select EC2: Metrics.
The metrics available for individual instances appear in the upper pane.
Select a row that contains CPUUtilization for a specific Instanceld.
A graph showing average CPUUt i | i zat i on for a single instance appears in the details pane.
Browse Metrics | Q) CPUUtilization X | EC2 > Per-Instance Metrics € € 1o190cf19Metics ¥ I
Snowing all resuits (1 9} for CRUUtlization in ECG2 > Per-instance Metrics.
Select All | Clear
EC2 > Per-Instance Metrics
Instanceld + Metric Name -
i-14d5achc CPUUtilization
B -1697497c CPUUtilization
=] i-1a384062 CPUUtilization
(=] i-236bf44e CPUUtilization
=] i-2b6bf446 CPUUtilization
CPUUtilization (Percent) Average ¥ 5 Minutes v L 22 Update Graph _N=ln
2 ¥ Time Range
2 | Relative || Absolute | UTC(GMT) [=]
1.5
4 From: |12 hours ago IZ|
0.5 .
To: 0 te:
. 0 minutes ago |Z|
10129 29 10129 101289 10429 10129 Zoom: 1h | 3h | 6Gh|12h | 1d | 3d | 1w | 2w
10:00 12:00 14:00 16:00 180 20:0
Left axis units: Percent w Tools
B cruUiiization Copy URL Create Alarm
6. To change the Statistic, e.g., Average, for the metric, choose a different value from the pop-up list.
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Browse Metrics = Q Search Metrics

X | EC2 > Per-Instance Metrics € 1ws0or1Et merics 3 D

4 Showing all results (181) for ECG2 = Per-instance Metrics.

Select All | Clear
EC2 > Per-Instance Metrics

Instanceld

=

i-14d5actc
I-14dbackc
i-14d5ackc
i-14d5ac6c
i-14d5ackc

i-14d5ackc

Oooooo

]

H14dbacke

Statistic

J‘i

Metric Name
CPULUtilization
DiskReadBytes
DiskReadOps
DiskWriteBytes
DiskWriteCps
Networkin

periDdNeT.WDrKOul

CPUUtilization (Percent) Average v

Minimum
Maximum
Sum

Data Samples
10430
12:00
Left axis units: Percent

14:00

16:00 18:00

5 Minutes v o Update Graph _N =
1 Minute * Time Range
Dlililitzs | Relative || Absolute | |UTC (GMT) [
15 Minutes
From: 12 hours ago IZ|
1 Hour
& Hours To: |0 minutes ago IZ|
Zoom: 1h|3h|[6h|12h [ 1d | 3d | 1w | 2w

¥ Tools

[l cruutilzation

7.
from the pop-up list.

Command Line Interface

To get the CPU utilization per EC2 instance

Copy URL Create Alarm

To change the Period, e.g., 5 Minutes, to view data in more granular detail, choose a different value

Enter the get - netri c-stati sti cs command with the following parameters. For more information
about the get - metri c- st ati sti cs command, see get-metric-statistics in the AWS Command Line

Interface Reference.

C.\> aws cl oudwatch get-netric-statistics --metric-name CPUUJI|ization --start-
time 2014-02-18T23: 18: 00 --end-ti me 2014-02-19T23: 18: 00 --peri od 3600 - - namespace
AWS/ EC2 --statistics Maxi num --di nensi ons Nane=I nst ancel d, Val ue=<your -i nst ance-

i d>

The AWS CLI returns the following:

{
"Dat apoi nts": [

{
"Ti mestanp”: "2014-02-19T00: 18: 002",
" Maxi munt': 0. 33000000000000002,
"Unit": "Percent"

}s

{
"Ti mestanp”: "2014-02-19T03:18: 002",
" Maxi munt': 99. 670000000000002,
"Unit": "Percent"
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"Ti mestamp”: "2014-02-19T07: 18: 002"
"Maxi munt': 0. 34000000000000002,
"Unit": "Percent"

"Ti mestamp”: "2014-02-19T12: 18: 002"
"Maxi munt': 0. 34000000000000002,
"Unit": "Percent"

"Ti mestamp”: "2014-02-19T02: 18: 002"
"Maxi munt': 0. 34000000000000002,
"Unit": "Percent"

"Ti mestamp”: "2014-02-19T01: 18: 002"
"Maxi munt': 0. 34000000000000002,
"Unit": "Percent"

"Ti mestamp”: "2014-02-19T17: 18: 002"
"Maxi munt': 3. 3900000000000001,
"Unit": "Percent"

"Ti mestamp”: "2014-02-19T13: 18: 002"
"Maxi munt': 0. 33000000000000002,
"Unit": "Percent"

"Ti mestamp”: "2014-02-18T23: 18: 002"
"Maxi munt': 0. 67000000000000004,
"Unit": "Percent"

"Ti mestamp”: "2014-02-19T06: 18: 002"
"Maxi munt': 0. 34000000000000002,
"Unit": "Percent"

"Ti mestamp”: "2014-02-19T11: 18: 002"
"Maxi munt': 0. 34000000000000002,
"Unit": "Percent"

"Ti mestamp”: "2014-02-19T10: 18: 002"
"Maxi munt': 0. 34000000000000002,
"Unit": "Percent"

"Ti mestamp”: "2014-02-19T19: 18: 002"
"Maxi munt': 8.0,
"Unit": "Percent"

"Ti mestanmp": "2014-02-19T15: 18: 002"
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" Maxi munt': 0. 34000000000000002,

"Unit": "Percent"

}s

{
"Ti mestamp”: "2014-02-19T14: 18: 002",
"Maxi munt': 0. 34000000000000002,
"Unit": "Percent"

}s

{
"Ti mestamp”: "2014-02-19T16: 18: 002",
"Maxi munt': 0. 34000000000000002,
"Unit": "Percent"

}s

{
"Ti mestamp”: "2014-02-19T09: 18: 002",
"Maxi munt': 0. 34000000000000002,
"Unit": "Percent"

}s

{
"Ti mestamp”: "2014-02-19T04: 18: 002",
"Maxi munt': 2.0,
"Unit": "Percent"

}s

{
"Ti mestamp”: "2014-02-19T08: 18: 002",
"Maxi munt': 0. 68000000000000005,
"Unit": "Percent"

}s

{
"Ti mestamp”: "2014-02-19T05: 18: 002",
"Maxi munt': 0. 33000000000000002,
"Unit": "Percent"

}s

{
"Ti mestamp”: "2014-02-19T18: 18: 002",
"Maxi munt': 6. 6699999999999999,
"Unit": "Percent"

}

I,
"Label ": "CPUU&IIization"

The returned statistics are six-minute values for the requested two-day time interval. Each value represents
the maximum CPU utilization percentage for a single EC2 instance.

Aggregating Statistics Across Instances

Aggregate statistics are available for the instances that have detailed monitoring enabled. Instances that
use basic monitoring are not included in the aggregates. In addition, Amazon CloudWatch does not ag-
gregate data across Regions. Therefore, metrics are completely separate between Regions. Before you
can get statistics aggregated across instances, you must enable detailed monitoring (at an additional
charge), which provides data in 1-minute periods. This scenario shows you how to use detailed monitoring
with either the AWS Management Console, the Get Metri cStati stics API, ortheget-netric-
stati stics command to get the average CPU usage for your EC2 instances. Because no dimension
is specified, CloudWatch returns statistics for all dimensions in the AWS/ EC2 hamespace. To get statistics
for other metrics, see Amazon CloudWatch Namespaces, Dimensions, and Metrics Reference.
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Important

This technique for retrieving all dimensions across an AWS namespace does not work for custom
namespaces that you publish to Amazon CloudWatch. With custom namespaces, you must
specify the complete set of dimensions that are associated with any given data point to retrieve
statistics that include the data point.

AWS Management Console

To display average CPU utilization for your Amazon EC2 instances

1. Open the Amazon CloudWatch console at https://console.aws.amazon.com/cloudwatch/.

2. If necessary, change the region. From the navigation bar, select the region that meets your needs.
For more information, see Regions and Endpoints.

US East (M. Virginia)

US West (Oregon)

US West (N. California)
EU (Ireland)

EU (Frankfurt)

Asia Pacific (Singapore)
Asia Pacific (Tokyo)
Asia Pacific (Sydney)

South America (S&o Paulo)
3. Inthe navigation pane, click Metrics.
4. Inthe CloudWatch Metrics by Category pane, under EC2 Metrics, select Across All Instances.

The metrics available across all instances are displayed in the upper pane.
5. Inthe upper pane, select the row that contains CPUUTtilization.

A graph showing CPUUt i | i zat i on for your EC2 instances is displayed in the details pane.
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6.

7.

X EC2 > Across All Instances

Browse Metrics | C Search Metrics

€ € 1to7of7Metics ¥ 3

Showing all results (7) for EC2 = Across All instances.

Select All | Clear
EC2 > Across All Instances

Metric Name
CPUUtilization
[F]  DiskReadBytes
[[] DiskReadOps
&) DiskWriteBytes
B DiskWriteOps
CPUUtilization (Percent) Average v 5 Minutes Le3 Update Graph _ =R
0801 ¥ Time Range
05
0.401 Relative || Absolute | UTC (GMT) [~]
0.301
0.201 From: 12 hours ago IZI
0.101 )
To |0 minutes ago
! [=
10029 10/29 10/28 10429 10/29 10/29 Zoom: 1h|3h|6h|12h|1d|3d | 1w | 2w
10:00 12:00 14:00 16:00 1800 20:00
Left axis units: Percent T w Tools
Wceutlzaton Copy URL | | Create Alarm

To change the Statistic, e.g., Average, for the metric, choose a different val

X | EC2 > Across All Instances

Browse Metrics = () Search Metrics

lue from the pop-up list.

€ € 100707 Metics 3 2]

-

4 | Showing all results (7) for EC2 > Across All Instances.

Select All | Clear
EC2 > Across All Instances

Metric Name

[l crUUtilization

To change the Period, e.g., 5 Minutes, to view data in more granular detai
from the pop-up list.

CPUUtilization
[l  DiskReadBytes 1
I DiskReadOps
= DiskWriteBytes
[[]  DiskWriteOps
| Networkin
= NetworkOut Statistic Period -
- 4 - N ~
CPUUtilization (Percent) Average v